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Preface 

Dear friends, 

it is already for the 13th time when you can read the Proceedings of a conference organized 

by IEEE Student Branch, Brno University of Technology. Although 13 is often considered 

as an unlucky number, let us hope it will bring only the good to this year’s conference. In its 

reborn tradition, we are happy to welcome you at the conference for recent and future PhD 

students. For this year, we have chosen the beautiful south-moravian city of Mikulov as 

the venue of the conference. 

The aim of the conference was always to bring together young scientist to share their ideas 

and to have the possibility of familiarizing with the research at other departments 

and universities and this year will not be an exception. 

Organizing a conference is never an easy task. Therefore, we would like to thank all the 

companies and organizations that supported us, namely Rohde & Schwarz, NXP and Era. 

Big thank you also belongs to IEEE Czechoslovakia Section and Department of Radio 

Electronics, Brno University of Technology.  

To conclude, allow me to thank you, the participants of this year conference. By your 

participation, you support the very idea of what IEEE represents. We wish you a pleasant 

time in Mikulov. 

    On behalf of the organizers 

        Ondřej Zach 
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Comparative Study of Technology Appropriation  
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Abstract—The stated aim of this conference is to debate new 
ideas from different research fields. This paper seeks to 
contribute to this discussion by exploring concepts of technology 
appropriation from a number of different socio-cultural studies. 
When a technology is appropriated, it is likely to create new sales 
and even possible new markets for the technologies. Therefore, 
designers and programmers should encourage this form of 
appropriation and be prepared to learn from it when developing 
and designing new technologies in the future.  In an attempt to 
seek common ground among existing theories of technology 
appropriation, ten research articles on appropriation have been 
selected, which range from the root discussions about 
appropriation to the state-of-the-art publications within Human 
Computer Interaction. An analysis has been conducted by raising 
the same critical questions to each of the selected papers, to gain 
an enhanced foundation of these various understandings of the 
term technology appropriation. This paper will conclude with an 
overview of the various understandings and provide guidelines 
for researchers on how to design technologies for successful 
appropriation. 

Keywords—technology appropriation; concepts; definition; 
comparison; HCI; design for appropriation 

I.  INTRODUCTION 
The concept of appropriation has appeared in Computer 

Supported Collaborative Work (CSCW) and Human 
Computer Interaction (HCI) research on and off for the last 15 
years. Since then, research has broadened our understanding 
about how users give technology a meaning, as well as how 
people fit technology into the routines of their everyday life 
[1, 2, 3, 4]. Appropriation may occur because existing features 
of a specific designed technology do not meet the intended 
user’s needs. People domesticate the technology and use it in 
their own ways. At this stage, we know the technology has 
been appropriated and has become the users’ own, and not 
simply what we as designers provided them with [2]. When 
looking closer at research, the term ‘appropriation’ is 
differently defined, and the concepts differ from each other. 
Researchers are encouraged to investigate the process of 
appropriation [5]. Dourish claims appropriation is a key 
problem when it comes to the development of interactive 
systems, as it illustrates the success of the technological 
deployment. This highlights the importance of appropriation, 
as it lies in the intersection of design and the place of studies 
[6]. Therefore it is important to provide an overview of the 

various concepts of technology appropriation used in 
Computer Science for researchers to better situate their 
research, to be aware of these various understandings, and to 
find one common ground to all these various concepts and 
definitions.  

II. DIVERSE CONCEPTS OF TECHNOLOGY APPROPRIATION 

A. Allan MacLean et al. – User-Tailorable Systems 
Allan MacLean et al. mention it is impossible to design 

systems, which are appropriate for all users and all situations. 
Instead, they argue about the most useful techniques to 
empower users to tailor systems. The authors point out a 
connection between a person’s skills and a person’s tailoring 
power, meaning that the amount of required skills has an 
impact, regardless of whether a person has a low or high 
tailoring power. The authors differentiate between workers, 
tinkerers and programmers. Programmers and tinkers enjoy 
exploring the computer system and therefore have a high 
tailoring power. Workers have a low interest in computer 
systems and are the ones with the least tailoring power. 
Therefore the authors’ advice is to give the workers a sense of 
ownership when using a system, so they feel more in control 
when changing the system. Furthermore, the authors hint that 
systems should be easily changeable so the users develop their 
own personalized environment in the system. Hence they can 
influence the design of the system and adopt, adapt and shape it 
to their needs. The authors identified the handyman who eases 
the interaction for the workers, so they can appropriate the 
environment in their own personal day-to-day activities 
through making the functionality accessible [7]. 

B. Bonnie A. Nardi & James R. Miller – Twinkling light and 
nested loops  
Nardi and Miller talk about the developmental process of 

use of spreadsheets and practices. The authors don’t 
emphasize on the individual user, but on how spreadsheets are 
collaboratively used. Indeed, one of their findings was that 
people learnt more when they cooperatively constructed 
spreadsheets. With the help of capable-peer-users, they 
learned how to use certain spreadsheets products, which they 
wouldn’t have on their own. When users felt like they were 
approaching the limits of their understanding, they reached out 
to more experienced users. This paper explores ideas that are 
described today as characteristics of appropriation, such as 
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users asking other colleagues, or more capable peers, for 
support [8], which is a highly discussed characteristic of 
appropriation today [2].  

C. Michelle Gantt & Bonnie A. Nardi – Gardeners and 
Gurus: Patterns of cooperation among CAD users  
The authors identified different stages of customization, 

which depend on the varying levels of people’s computer 
expertise and interest to customize their environment. Gantt 
and Nardi differentiate between end users, local developers 
(called gardeners) and electrical engineers (the gurus). Based 
on the knowledge and skills in programming, the users 
customize the system differently. The authors identified 
reasons why users have not customized the studied system. 
One user, for instance, was not allowed by his manager to 
customize, while the others preferred not to specialize in the 
system as they got support from gardeners and gurus. The 
gardener “is a cross between both worlds” and is required to 
speak the language of the end users and the language of the 
administrators. A similar concept is described in section A [7]. 
Software designers need to find out, for a given product, 
where the continuum of computer expertise starts and ends, 
and then incorporate into the product a range of capabilities 
that take advantage of the range of users arrayed along the 
continuum [9]. 

D. Randall H. Trigg & Susanne Bødker – From 
Implementation to Design: Tailoring and the Emergence of 
Systematization in CSCW  
The authors talk about tailoring and describe the term 

tailoring as an organizational process of adapting and 
appropriating technology. Tailoring is only a part of the larger 
effort of adapting technology done by particular users. They 
refer to it as a ‘phenomenon of use’. Tailors adapt software to 
the workplace in which they are embedded to modify and 
extend their practices. First, these changes are completed by 
the individual, then distributed to other colleagues and are 
perhaps further customized on their own. Tailoring is seen as 
an ever-increasing variety of use patterns. The authors 
describe tailoring as a cooperative process. The authors’ 
advise to aim to flexible systems that can run on different 
platforms so the product can be integrated with other software. 
Thus the customizability of the systems by users will have no 
programming skills required [10].  

E. Jennie Carroll et. al. – Just what do the youth of today 
want? Technology appropriation by young people  
In this paper the authors are trying to gain insight into the 

early stages of technology use, stages they call 
‘appropriation’.  The authors describe ‘appropriation’ as a 
process by which people adopt, shape, use the technology 
and integrate it into their everyday life. A model of 
technology appropriation was created, which illustrates the 
transformation of technology envisioned by the designer and 
used by the user in real life. These two levels indicate three 
states of appropriation, where technology has either never 
seriously been deliberated or reflected upon (non-
appropriation), or where the technology is understood, 
accepted and adapted by the user (appropriation), which might 
exceed then to the third and last state of the model called ‘dis-
appropriation’, namely, the state when appropriation is 

reached, but still could get rejected after a while. One criterion 
of appropriation for the users is whether the technology adds 
value to their lifestyle. A further criterion for appropriation is 
that a mobile technology may first need to satisfy the critical 
mass in a social group, before the technology may become 
appropriated. [3].  

F. Wendy March et al. – Designing Technology for 
Community Appropriation  
The authors are stating that all new devices around us are 

opening up for user adoption and adaptation. As the title of 
their paper already hints, they discuss appropriation within a 
community and do not focus on the individual. Designing for 
appropriation seems even more challenging when looking at 
technologies specifically aiming to a whole community, than 
to an individual. In their workshop at CHI, the authors were 
investigating methods and strategies for designing systems 
that allow appropriation and modifications. One method they 
suggest is re-directing the user from the design process to the 
re-design process. They suggest inviting people from the early 
stage in the design process as a tool for reflection, to create 
open systems for user appropriation. The focus is placed on 
openness, transparency and adaptability. The authors suggest a 
way to capture people’s imagination when using a system, 
namely, to create an “alternative universe” without limitations 
of here and now. So users have new channels where free 
expressions and public communication can occur. This will 
give an increased awareness and control over the energy in the 
things people use [11].  

G. Alan Dix – Designing for Appropriation  
Based on his frequent observations of ethnographies and 

field studies, Alan Dix explains that people do not play by the 
rules. Instead, they adapt and adopt the technology in ways 
the designer hasn’t anticipated, which makes it very hard to 
design for appropriation. Designing for appropriation is often 
seen as an oxymoron, as it appears to be impossible to design 
for the unexpected. The paper talks about appropriation as an 
important and positive phenomenon, since it is an essential 
sign of user’s acceptance of technology. He argues that one 
might not be able to design for unanticipated use, but one can 
design to allow the unexpected. At the point when the user 
domesticates a technology, then they feel comfortable to use it 
in their own ways and don’t limit themselves with what the 
designer gave to them. This is what Alan Dix means by 
appropriation. When this stage is reached in the process of 
use, the technology becomes the user’s own. This stage 
implies that appropriation might occur when no existing tool is 
available for a required task, but appropriation is simply easier 
than this. Appropriating a technology has its advantages, such 
as the feeling of being in control and winning a sense of 
ownership. Alan Dix concludes that when designing for 
appropriation, one needs to be aware of the environment, as 
specific needs may change through a deployment of a 
particular technology, so design for use must be design for 
change [2]. 

H. Gunnar Stevens et. al. – Appropriation Infrastructure:  
Appropriation needs to be understood as a phenomenon of 

collaborative and creative activities, the authors explain. 
Appropriation work needs to be understood as a core concept 
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in the field of End User Development. Appropriation work 
may lead to software usages that go beyond what has been 
envisioned by the designers of the software, it is a specific part 
of IT artifact’s usage. The authors propose a new approach to 
support appropriation by integrating a communication 
infrastructure into software applications that follows an “easy-
to-collaborate”-principle. Such an appropriation infrastructure 
stimulates the experience of sharing a heterogeneous product 
community and supports the situated development of usages.  
The tailorability of the artifact should be enhanced by means 
of communicative appropriation. They propose a design for 
appropriation infrastructure where the software users and 
administrators (i.e., different users, power users or system 
administrators, who work with tailorable software) can easily 
respond to the activities of the product community (software 
designers and developers). By means of this easy to 
collaborate principle, the authors have embedded a discussion 
software feature to lower the burden [12]. 

I. Susanne Bødker & Ellen Christiansen – Poetry in motion  
The authors define appropriation as “the way that users 

evaluate and adopt, adapt and integrate a technology into 
their everyday practices”. They explicitly explore the process 
for appropriation and dis-appropriation (see section E). They 
have investigated in specific criteria for appropriation, so a 
long-term change and use of an application is required. 
Furthermore, adoption relies on reaching the critical mass 
(taken from Roger’s framework of adoption and innovation 
[13]). Then they experienced the process of taking something 
that belongs to others and making it one’s own, by using 
Wertsch’s segmentation of appropriation [14]. This is 
described through four stages (1) anticipation, (2) initial 
familiarity, (3) development of repertoires of routines and the 
(4) development of new forms of use. Their findings conclude 
the need to address both individual and social appropriation, 
as appropriation takes place at two levels: the social and the 
individual level [15]. 

J. Phil Turner – How we cope with digital technology  
Turner suggests that users frequently personalize and 

configure digital technology and, in doing so, IT becomes 
better suited to the ways in which they want to use it. In 
short, Phil Turner calls this process’ appropriation’. He 
defines appropriation as something users do to digital 
technology, whereas when other people (i.e., designers) 
change technology to better suit users, it is the consequence 
of user modeling and results in customization rather than 
appropriation. Appropriation is described as an umbrella 
term, encompassing user configuration, ‘do-it-yourself’ 
design, re-use, sustainability and personalization. Digital 
technologies have a malleability, pliability, configurability, 
compliance, and flexibility, which invite people to make it 
their own. These acts of appropriation can range from slight 
changes (e.g., change of wallpaper) to actively modify or 
even re-design the technology itself. Phil Turner presents 
three dimensions of appropriation: user configuration, 
ensoulment and personalization. Within the dimension of 
user configuration, the author talks about modifying 
toolbars and populating the smartphones with ‘apps’. The 
second dimension of appropriation, referred to as 
‘ensoulment’ is about designing (re-designing) artifacts that 

are adaptable to the user, empowering and reflecting the 
user’s personal identity. The idea behind the third 
dimension of personalization is a process by which users 
are not just personalizing their phones with specific ring-
tones, but they can also add functionality. While 
recognizing that personalization increases the sense of 
ownership of the artifact, it undoubtedly makes digital 
technology both more fun and easier to use [16]. 

III. RESULTS AND DISCUSSION 

A. Various definitions of appropriation  
After a critical review of the literature on appropriation, 

various definitions were identified. The definitions varied 
from appropriation as being a phenomenon, a concept, a 
process, a development of use, an every-increasing use of 
patterns or an early stage of use.  

[3, 7, 8, 10, 16] define appropriation as a process. [7] 
describes tailoring as a process where users evolve gradually 
along using a system with their own changing expertise and 
requirements. [8] talks about it as a developmental process of 
the use of technology. [10] describes it as an organizational 
process of adapting and appropriating technology. [3] talks 
about it as a process, how people adopt, shape, use the 
technology, and integrate it into everyday life. [16] defines 
appropriation as something users do to digital technology, this 
he calls ‘process of appropriation’. These five research papers 
talk about appropriation as a process, but when looking closer 
at the contexts in which they use the term ‘process’, it varies 
quite extensively from paper to paper. Could it be the process 
of users, the process of use of the technology, or the process of 
people adopting, adapting or integrating technology into life? 
Although the term process was repeatedly used in the listed 
references above, their perspectives differ from one to the 
other. One common understanding though is that the user and 
the technology are involved in the process of appropriation, 
and both evolve over the process of use. Research papers [2, 3, 
9] elaborate on appropriation as a stage of technology use: [3] 
gains insight into the early stages of technology use, stages 
they call ‘appropriation’. [2] implies that this stage is reached 
in the process when users domesticate the technology and 
don’t limit themselves with what the designer gave them. [15] 
refers to Wertsch’s segmentation of appropriation. These 
segmentations are an even more detailed approach. The stage 
of process is divided into four stages (1) anticipation, (2) 
initial familiarity, (3) development of repertoires of routines 
and the (4) development of new forms of use.  

Another frequent definition of appropriation is the term 
‘appropriation as a phenomenon’ (see in [2, 10, 17]). [10] 
refers to it as as a process: they at the same time refer to  
researchers studying the phenomenon of use [7, 9]. [2] talks 
about appropriation as an important and positive phenomenon, 
since it is an essential sign of user’s acceptance of technology. 
[17] approaches appropriation more from a collaborative 
angle: The author suggests that appropriation needs to be 
understood as a phenomenon of collaborative and creative 
activities. These three references look into different kinds of 
research fields, where as [17] looks into the collaborative 
aspect of appropriation: [2] concentrates on the interplay and 
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change after the phenomenon of appropriation has taken place, 
and [10] talks about it more from a general approach.   

One further definition of appropriation was found in the 
ten selected research articles. [17] talks about appropriation as 
a core concept, where appropriation work needs to be 
understood as a core concept in the field of End User 
Development. Moreover, [15] talks about using the concept of 
‘appropriation’ to analyze the interview data and to look into 
new opportunities of use by app technologies. Out of the 
critical review of literature, four profoundly different 
understandings were analyzed. One talks about appropriation 
as a process, a stage of a process, a phenomenon or as a 
concept (shown in Figure 1). 

Fig. 1. Model of Technology Appropriation – Illustrates the four diverse 
understandings of the term appropriation 

B. Which Technology supports Appropriation?  
[2] talks about the idea that designing for appropriation is 

an oxymoron: “plan for the unexpected”. But the author 
argues that whilst you cannot design for the unexpected, you 
can design so that people will be more likely to be able to use 
what you produce for the unexpected – so they do the ‘final’ 
design when the need arises. Therefore as [7, 10, 17] elaborate 
on, technologies need to be flexibly designed. They should be 
able to run on different platforms to start with, and little or no 
programming skills should be required. As [2] points out, the 
needs of the users change with the use over time. Therefore, 
flexibility to support and not control the user is needed to 
provide visibility, make the functioning obvious and allow 
interpretation by including elements with which users can add 
their own meanings. [11] talks about designing the technology 
to be open for appropriation, which is in line with the 
guidelines that [2] introduced. These authors propose that the 
user be involved in the design process, and that the user be 
taken step by step through the activities. These presented 
design guidelines in this paper may lead to successful 
appropriation of technologies. Designers and programmers are 
advised to apply these guidelines for future technologies to 
create new sales and to open new markets for technologies. 

IV. CONCLUSION 
When it comes to talking about appropriation, there exist 

several different understandings. Not only when it comes to 
the granularity, the role, the qualification of appropriation, but 
even when analyzing all these various definition are these 
diverse understandings for the term ‘technology 

appropriation’. In this paper diverse understandings were 
compared. The take-away-message from this analysis is that 
there is no common understanding of appropriation, but 
identifying all these various understandings opens a basis to 
explore a working definition of appropriation for researchers. 
Moreover, the presented design guidelines will support 
designers when creating future technologies that will allow 
successful appropriation. 
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Abstract—This paper deals with terms Industrie 4.0, Cyber-
physical system, Virtual factory, Digital Twin, manufacturing cell,
and automatic object pick and place. As a demonstration project,
manufacturing cell containing 3D printer machine, robotic arm,
and hypothetical output conveyor is presented. The control
system architecture of this system as a cyber-physical system
is approached to comply with Industrie 4.0 requirements. So
the manufacturing cell behaves as an I4.0-component. The cyber
twin of this system is created using Process Simulate software.
The Digital Twin of the created product is also described as
much as their integration into the hypothetical Digital Factory.
The automatic pick and place method of the created product is
approached based on the simulation using the created cyber twin.

I. INTRODUCTION

Industrie 4.0 is the term number one in Europe. It is a
project of German government and it should bring money
to research and many companies for their intelligent mod-
ernization. It should also popularise technician and other
disciplines to bring up educated people who will run the
growing informational society. After all, the main idea is to
digitalize the society and prepare to live in the cyber-physical
world. This concept is complex across many disciplines like
industry, energy, health, environment, mobility, or even society.

In the industry area, the Smart Manufacturing, what is
also the domain in the USA, covers the concept of intelligent
modernization and consists of areas like autonomous robots,
simulation, system integration, big data, augmented reality,
additive manufacturing, cloud computing, and cyber-security.
The main part for researching is to define an architecture of
the SF (Smart Factory). This should be the modern factory
where products communicates with machines according to
their virtual model. This concept uses parts like IIOT (In-
dustrial Internet of Things), IoS (Internet of Services), and
CPS (Cyber-Physical Systems). To accomplish the definition,
the researchers has to solve many problems regarding inter-
communication, security, standards and norms, decentraliza-
tion, reference architecture, and engineering [1].

The Cyber-Physical System (CPS) integrate computing,
networking, and physical components. The challenge is about
the intersection of the physical and the cyber. This intersection
combines engineering models and methods from mechanical,
environmental, civil, electrical, biomedical, chemical, aeronau-
tical and industrial engineering with the models and methods
of computer science and engineering. The origin meaning of

CPS term is more like embedded system that is characterized
by tight integration and coordination between computation and
physical process [2].

The CPS status in the concept of Industrie 4.0 is called
I4.0-component describing an object (machine component
or controller) plus an administration shell connected with
other shells using Industrie 4.0 compliant communication.
The communication is also used by cloud services like ERP
(Enterprise Resource Planning) using SOA (Service-Oriented
Architecture). The core of the I4.0-component is defined as
an object such as electronic axis or robot. So it can be
also a group of more CPSs [3]. I4.0-components are inter-
connected via information bus that delivers the unicast mes-
sages and transports broadcast messages for subscribers. The
I4.0 component has the service oriented interface providing
identification, diagnostics, process data, command functions,
and safety functions [1].

Fig. 1: The integration of I4.0-component (CPS) [1]

The Digital Manufacturing is the use of an integrated
computer-based systems to create product and manufacturing
process definitions simultaneously. Using virtual environment
and information association, it allows optimization, commis-
sioning costs reducing, product life-cycle management, or
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virtual process automation [4]. The preferred standard tool for
data association is OPC UA (OLE for Process Control Unified
Architecture) as a Process control level in ISA 95 hierarchy [5].

The Digital Factory as the Industrie 4.0 platform uses
the concept of the Digital Manufacturing for the cellular
manufacturing. So every cell has its virtual model like the CPS
called Cyber Twin. Therefore the production can be simulated
and optimized using software tools, e.g. PLM (Product Life
cycle Management) by Siemens. PLM tries to cover all the
product phases such a specification and design, manufacturing
plan, manufacturing preparation, manufacturing, and services.
At the engineering level, factories, cells, and even machines
can be made in virtual reality. Therefore some tools like
collision detection, CNC tool path trajectory optimization and
generation (NX CAM software), assembly line optimization
(Tecnomatix Process Simulate) can be used.

The association of the virtual model of a product with the
real one is called Digital Twin. Digital Twin is created by the
specification phase of a product. Then it is growing as the
product is going through the phases. Digital Twin can be used
as a believable virtual clone for simulation, optimization, or
documentation. The simplest implementation is based only on
reading sensor data. Industrial twin present information and
data in an asset/device model graph based on the physics.
Oracle company even uses a special strategy containing Virtual
Twin, Predictive Twin, and Twin Projections component [6].

Industrie 4.0 relies also on additive manufacturing technol-
ogy. It is more economical than classical milling technology.
Nowadays, many kind of plastic is used or even some iron
alloys can be used. This technology is also preferred by rapid
manufacturing. 3D printing technology is based on composing
the final product layer by layer using thin plastic filament that
agglutinates together.

II. THE SYSTEM ARCHITECTURE AS AN I4.0-COMPONENT

In our system, there is a 3D printer and a robotic arm. The
3D printer is the classical box plastic filament printer where
XY-core style is used with bed on Z axis. The robotic arm
is the classical 5DOF robot where the last joint is a grasping
grip. The task of the robotic arm is to pick the printed products
and be able to put them on a output conveyor.

Each component has its own specific motion controller that
can be integrated into a system. So each component can be
considered as a separated CPS that communicates real-time
with other CPSs and provides an interface to communicate
with a superior system in the form of G-commands. As the
I4.0-component object, we consider the whole system because
a superior system can not command 3D printer movement and
robotic arm movement separately.

The system architecture depicted on Fig. 2 shows the real-
time communication among subsystems and the interface for
the information bus that is service oriented. The administration
shell functions are implemented in this interface so the system
acts as an I4.0-component that can be integrated in the virtual
factory system. The service is based on REST (Representa-
tional State Transfer) service hosted on the central unit using
Flask library in Python language.

Fig. 2: I4.0-component architecture

In the virtual factory system, there has to be an execution
service responsible for virtual process execution that uses cyber
twins of machines and digital twins. In our case, the work
cell cyber twin is described in Chapter II-A and the product
digital twin is described in Chapter II-B. The execution service
initiates data transmission through the information bus where
state of the real system is copied as the state of the cyber twin
and digital twin data are filled. Also other parts of the digital
factory are connected like a conveyor for the created products.
This simulation is not part of this project and planned for the
continuing project.

A. Cyber Twin

The created cyber twin of the real work cell is cut down
only to the virtual model for now to check geometry collision.
It is implemented in Tecnomatix Process Simulate software
that can execute simulation according to the specified CNC or
PLC program.

The function of the cyber twin (see Fig. 3) in this project
is to check non-colliding robotic manipulator path when the
created product represented using the Digital Twin method
is picked up and the successful action is performed (see
Chapter III-A). The improvement lies in the better physics
simulation such a product friction or rigidity.
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Fig. 3: The created cyber twin of the cell

B. Digital Twin

The specific Digital Twin associated with the specific
product is growing informationally through the product life
cycle phases. It covers data from the product 3D model and
material to the machine where it was created, needed resources,
and information concerning final quality. This data format is
summarized in table I.

The proposed picking algorithm (see Chapter III-A) should
be executed between specification and planning phase because
the result of algorithm feasibility can be taken into account in
the planning phase. In that case, the product will be sweeped
away by the manipulator to the output box to be sorted out.

III. AUTOMATIC PICKING OF THE CREATED PRODUCT

Automatic picking of the created product from the bed
of a 3D printer is a complex problem that should be solved
rather at the mechanical level because of the product sticking
and then at the software level using meta-heuristic methods
such a genetic algorithm or neural network. The proposed
method combines computer vision, processing, simulation, and
optimization algorithms to get the optimal picking point or
non-feasible solution. The followed assumptions are taken:

• The sticking is minimal because of suitable bed mate-
rial (smooth glass) or the product is quickly warmed
up and then cooled down to unstick the product. So
the product can be without any effort picked by some
manipulator.

• The precise product picking is needed for the precise
placing, e.g. on the conveyor. In other cases, a plow
can be used to put the product off. Or the robot
can sweep away the product to a box that has to be
manually or using another robot sort out.

• The product can be approximated using primitives
such a box, sphere, or cylinder without any impact
because of difference between the approximation and
a real product causing a feasible picking solution does
not work. This is accomplished in case of CAD-like
models.

A. The proposal of picking by the robotic arm

The proposal is based on the method pipeline using the
simulation as the main arbiter. Firstly, the product model is
decomposed to primitives. Then the each primitive is processed
to get possible picking points. Then the possible solutions are
simulated in the virtual environment to check reachability and
collision free. Therefore only the feasible solutions remain if
any. Then an optimization is performed to get the optimal
picking point solution.

The primitive fitting method decompose a mesh to the
primitives such a plane, sphere, or cylinder. It is based on
point clustering by the best fit to the primitive. This method
can be tweaked be the sensitive parameter that corresponds
to the number of the approximated clusters. This method is
suitable for decomposition of CAD models [7].

The trickiest part of the algorithm is the generator of possi-
ble solutions (picking points). The possible solution is stored if
the each primitive can be grabbed by the specified grip. Every
primitive such as sphere, box, and cylinder can be grabbed
using infinite grabbing points. So the points are trimmed using
a grid that can be tweaked. The future improvement is to take
into account the dynamics of the object to trim out solutions
when a object would move while is being picked.

The most important and innovative part of the picking
point optimization problem is the simulation in the virtual
reality. This is achieved using Tecnomatix Process Simulate
software that can be controlled externally via .NET API, e.g.
in C# environment. This simulation returns the information of
non-colliding robot orientation with the printer or with other
part of the product when it is exactly on the picking point
(solution of the previous algorithm). The collisions are detected
by Collision Detection module using the algorithm presented
in [8]. The simulation can also throw out all possible solution
therefore there will be no feasible solution.

The optimization chooses the optimal solution from the
feasible solutions if any. This is the unconstrained problem
over the definite set of solutions. So the optimal solution is
a solution that minimizes the penalty function (see Chap-
ter III-B). That is written as follows:

x∗ = argminx∈Sf(x) (1)

where x∗ is the optimal solution, S is the finite set of the
possible solutions, and f(x) is the penalty function.

So the proposal is to combine all mentioned methods to
check feasibility of picking and to find the optimal picking
point. The pipeline of the proposed algorithm is depicted on 4.
This algorithm can also produce the non-feasible state so it is
recommended to use this algorithm also in the product design
phase instead only in the manufacture preparing phase.

B. The penalty function

The penalty function will find the best solution from a
finite set of solutions given the criterion. Criterion is based on
the printer and robotic manipulator disposition. The penalty
function uses the calculation of the distance that is expressed
using the squared Euclidean metric.

To define the penalty function, some assumptions are taken.
The possible solutions are feasible in reality. The solution as
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Specification Planning Prepare Manufacture Services
3D model [mesh] Filament length Change filament Program flow Quality check
Color Filament type Extruder temperature Measure time Documentation
• Estimated time Bed temperature Real-time data Identification
• Schedule Check state Machine •
• Position Is grabable • •

TABLE I: Life cycle of the 3D printer product

Fig. 4: Pipeline of the proposed picking algorithm

the picking point is defined in 3D space as X = [x, y, z, a, b, c]
where a, b, c are angles around x, y, z axis in radians. Robotic
manipulator is placed from the printer origin in positive y axis.
The picked object is rigid so every picking point leads to pick
the object all right. The penalty functions tries to reduce an
impact of object dynamics.

The penalty function is therefore defined as follows:

f(X) = (x−xc)2+(y−yc)2+(z−zc)2+a2+b2+(c−π
2
)2 (2)

where [xc, yc, zc] is the center mass point of the object.

IV. CONCLUSION

We have proposed the interface of the manufacturing cell
containing 3d printer and robotic manipulator according to the
I4.0-component concept. We have also described the created
printer product life cycle as the Digital Twin. We have created
the manufacturing cell in the Tecnomatix Process Simulate
virtual environment as a part of the cyber twin. We have
proposed the pick and place method based on 3D primitive
fitting, optimization, and simulation using the created cyber
twin to get the optimal pick point of the object under the
mentioned circumstances. In generally, object pick and place
is very complex problem that should be solved for use in a
modern factory. This project is aimed to the extension of the
practical knowledge about implementing Industrie 4.0 concept
as the Digital Factory.
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Abstract — The article deals with an examination of 

current fields in the vicinity of a railway platform of the 

SUDOP type. It compares a fault-free state in which the 

rail is connected with a gabion through a lightning arrester 

and a case in which there occurs a breakdown of the 

lightning arrester. The solution is reached with the use of 

the Comsol Multiphysics program, which solves partial 

differential equations by means of the finite element 

method.  
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I.  INTRODUCTION 

The occurrence of the so-called stray currents represents a 
major problem in the vicinity of a railway track. Stray current 
is a current which passes from a rail during the crossing of a 
railway vehicle into the earth and returns back to the power 
supply station. These currents disrupt concrete foundations in 
the vicinity of the railway substructure. Station platforms are 
some of the places through which these currents pass. This 
contribution deals with an examination of these fields in the 
railway platform of the SUDOP type. It compares a fault-free 
state in which a rail is connected with a gabion through a 
lightning arrester by means of a conductor and a case in which 
there occurs a breakdown of the lightning arrester. In this case 
there therefore occurs a significant voltage surge in the gabion 
and thus also passage of stray currents.  

The term “platform” refers to a part of the railway 
substructure (a transport area and a pathway) intended for 
boarding or alighting of passengers and for handling of minor 
consignments. A gabion or a gabion structure is an element of a 
cube or cuboid shape made of a hexagonal steel wire mesh, 
welded steel nets or possibly high-strength polymer geogrids 
filled with natural aggregate, quarried rock, earth, recycled 
material, etc.  

II. MATHEMATICAL MODEL 

The basic field quantity describing current fields is a 
current density vector J. It is a differential quantity and it 
therefore determines the quantity of the current flowing 
through the elementary area for every place of the solved 

space. The current density J depends on the resistivity , or 

rather on the conductivity  according to the differential form 
of the Ohm’s law. 

           J                                                  

In every place where it is possible to determine the 
intensity of the electric field E and where the conductivity is 
known, it is also possible to determine the current density 
vector. Its direction in the isotropic medium is the same as the 
direction of the vector of the electric field intensity. 

The way to determine the current density vector is more 
complicated in the anisotropic medium where conductivity is in 
the form of a tensor. In most cases a tensor has only diagonal 
components, this means there are various conductivities in the 
direction of various coordinates, but the intensity of the electric 
field in the direction of one coordinate will not affect the 
current density in the direction of another coordinate, i.e. for 
example 

                         Jx = xx.Ex,     Jy = yy.Ey,     Jz = zz.Ez,                     

The differential form of the Ohm’s law is then 

  Jgrad  

where  
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Electromagnetic problems associated with solving current 
fields in a railway superstructure and a substructure work 
generally with a resulting current, or current density, which is 
connected with intensity, or potential. Forced quantities are 
potentials or the primary (forced) intensity of the electric field 
Ev. The primary intensity determines the distribution of 
charges and currents and it is used for specifying this 
distribution. For the purposes of an analysis it is possible to 
accept that the primary intensity determines the secondary 
distribution of charges and currents and thus the secondary 
intensity Esec, i.e.: 

 x E = - ∂B/∂t     

.D = c                     

 x H = J     

.B = 0             

where the symbol c  does not stand for resistivity, but for 
the volume density of the total charge. Similarly to the intensity 
E, the current density J has also two components, i.e. forced 
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current density Jv and eddy current density .E. Material 
relationships must be added to these equations on the boundary 

    D = .E,     B = µ.H,     J = .E  

A dynamic solution of Maxwell’s equations includes also 
the influence of eddy currents and it is advisable to use here a 
continuous vector potential  

x  

xJvJv∂∂

therefore  xxJv∂∂                     

It is often advisable to perform the solution of direct-
current fields for the scalar potential of the electric field. The 
advantage of using the scalar potential for large ground fields 
resides in the replacement of the vector field E, which is given 
by 3 components, with only a single scalar variable. The 
boundary value problem is therefore described with one scalar 

variable  and after its solution all components of the electric 
field intensity and subsequently also all components of the 
current density are obtained. The potential has an important 
role in connection with converting a spatial model into a circuit 
model described by a node voltage method.  

The Laplace’s equation in the Cartesian system applies to 
the scalar electric potential in homogeneous environments 
without sources: 
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The duality of the stationary current field with the 
electrostatic or magnetostatic field was used in modelling 3D 
direct-current fields of the railway electrification system.  

III. CREATING A MODEL 

The Comsol Multiphysics program was chosen for the 
solution; this program makes it possible to use the finite 
element method to solve physical problems described by partial 
differential equations. These problems are generally solved on 
the basis of environment definitions which are described by 
partial differential equations and on boundary conditions 
entered in points, on edges or surfaces of a given model. The 
results can be obtained in several steps. 

A. Geometric Layout 

The first step is to choose and draw a geometric form of the 
solution. Its layout is shown in Figure 1. 

 

Figure 1.  A geometric layout of the model 

kolejnice = rail nástupiště = platform 

gabion = gabion betonový pražec = concrete sleeper 

betonový základ = concrete foundations zem = earth 

The geometric layout is subject to several simplifications. 
The rail was drawn as a rectangle whose height and width 
correspond to the actual dimensions of a rail. A further 
simplification was made on the gabion. Although it is normally 
a mesh of wires, as was stated above, in the model it was 
simplified because it was modelled as a full surface. This 
simplification was necessary because of entering material 
properties. Other components and their dimensions correspond 
to the reality.  

Two models were made for the purposes of the calculation; 
the first model corresponds to the fault-free state, where the rail 
is connected with the gabion through a lightning arrester. The 
model was prepared in a way that the rail is not connected with 
the gabion. The second case represents a situation in which 
there is a breakdown of the lightning arrester and the rail in the 
model is connected with the gabion by means of an insulated 
steel conductor.   

B. Defining the Parameters 

The material parameters were defined by means of the 

electric conductivity  and the relative permeability r. These 
are the primary parameters for calculating the model.  

The conductor connecting the rail with the gabion was 

defined by means of the relative permeability r = 4 000 and 

the electric conductivity  = 1.12e7 S/m. The insulation of the 

conductor was defined by r = 1 and  = 1e-12 S/m. The 
material properties of the rail were defined by means of the 

measured BH characteristics. Table values of r = 1 and 

electric conductivity  = 10 S/m were assigned to the concrete 
sleepers under the rail, the concrete footings under the platform 
and the platform itself. The gabion was defined with the values 

of relative permeability r = 1 and  = 4.1e6 S/m.  

The most difficult task was to define various types of earth. 
It is problematic to determine precisely the material properties 
of earth because its precise composition is unknown. The 
resistivity of earth depends on its composition; in the case of 

soil it can range between  = 10-1 ÷ 102m; resistivity of clay 

is  = 10 ÷ 102m and resistivity of sand is  = 102 ÷ 105m. 
A gravel subgrade will also have higher resistivity – in the 

range of  = 102 ÷ 105m. The Comsol program requires 
entering of data by means of electric conductivity; resistivity 
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was therefore converted to conductivity. In the present case the 
values for the earth were selected in the following way: 

compacted antifreeze material r = 1,  = 0.1 S/m, hard surface 

r = 1,  = 0.001 S/m. 

C. Entering the Conditions 

The conditions were entered in the following way: the 

condition of the electric potential  = 1 000 V was set for the 
upper surface of the rail. The electric potential value is the 
highest presumed value which can occur on the rail. The 

condition of a zero electric potential  = 0 V was entered on 
the bottom side of the model. Other external boundaries were 
assigned the condition of electric insulation n x J = 0. 

D. Covering the Model with a Network 

After the boundary conditions have been set, the model is 
prepared for generating a network in whose nodes the needed 
partial differential equations were calculated. The parameters 
for dividing the network can be set manually on the individual 
volumes, surfaces or lines. Furthermore, it is also possible to 
set the density of the network. The denser the network is, the 
more nodal points there are and the higher the number of the 
partial differential equations is. However, the calculation 
becomes more difficult at the same time. In our case a fine 
division corresponding to the number of approx. 750 000 nodal 
points was sufficient. As Figure 2 shows, the program makes 
the network intuitively denser in the smaller areas.  

A stationary linear solver was used for the solution.  

 

 

Figure 2.  The model covered with a network 

E. Simulation Results 

As was already stated above, the results are calculated in 
two models.  

First, the model which simulates a fault-free state will be 
considered. This means the state in which the rail is connected 
with the gabion through the lightning arrester.  

 

Figure 3.  Distribution of the electric potential, a fault-free state 

Figure 3 shows distribution of the electric potential in the 
model. The figure shows that the value of the electric potential 
decreases in the direction from the rail to the earth. The value 
of the electric potential in the platform is approx. 2 V, the value 
of the potential in the concrete foundations under the platform 
is 3 V and the value of the potential in the gabion is around 1 
V. 

The distribution of the current density has a higher 
expressive ability. (Fig. 4) The maximum value of the current 
density is in the rail, 5.5e4 A/m2. In the concrete foundations 
under the platform, in the part which is covered by the earth, 
the current density is about 150 A/m2, in the part above the 
earth the current density value is about five times lower, i.e. 30 
A/m2.  In the area of the platform the current density value is 
very low, around 10 A/m2. In the gabion the current density 
value can be considered to be 0 A/m2, because the calculated 
value is in the order of magnitude 10-5 A/m2. 

 

Figure 4.  Distribution of the current density, a fault-free state 

The second model simulates a breakdown of the lightning 
arrester which protects the connection between the rail and the 
gabion. In the model the conductor is anchored to the bottom 
side of the rail between the second and the third sleepers and it 
is connected with the gabion in the depth of 0.5 m under the 
ground. The results have been made transparent so that the 
effect of the conductor on the concrete foundations can be seen.  
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Figure 5.  Distribution of the electric potential, a faulty state 

The maximum value of the electric potential is again 1,000 
V in the rail. (Fig. 5) The other values, however, are now 
significantly higher than in the case of the fault-free state. In 
the platform the value of the electric potential is approx. 40 V. 
In the concrete foundations the potential reaches the values of 
approx. 60 V and the value of the electric potential in the 
gabion is about 20 V. 

The current density reaches significantly higher values, 
which is apparent in Figure 6.  

 

Figure 6.  Distribution of the current density, a faulty state 

The maximum value of the current density is again present 
in the rail. In the concrete foundations, in the part which is 
under the level of the ground, the current density is dependent 
on the proximity of the conductor which passes between the 
second and third concrete foundations.  (Fig. 6) Its value is, 
therefore, in the range from approx. 500 A/m2, in the case of 
the most distant concrete foundation, up to 2 000 A/m2, which 
is the value in the third concrete foundation. In the level above 
the ground the current density reaches values from 100 A/m2 to 
450 A/m2. The current density value in the platform is the 
highest in the places between the second and the third concrete 
foundations; there the value is 145 A/m2. In contrast to the 
fault-free state the current density in the gabion also increases, 
to the value of approx. 1.5 A/m2.  

IV. CONCLUSION 

The aim was to prove if current density and consequently a 
stray current pass through concrete foundations. And if yes, 
what values they reach. This simulation was calculated with the 
maximum value of the electric potential on the rail, for 
example, during the passage of a train. The resulting values 

give an idea about the distribution of the current density and 
therefore about the passage of the current inside the concrete 
foundations and also in the earth under the platform. The 
simulated results confirm the supposition that the higher the 
value of the electric potential is, the higher the value of the 
normal current density is.  

As the models given above show, a stray current passes 
from the rail to the concrete sleeper and enters the earth. Then 
it passes through the vertical concrete foundations. A part of 
the current flows directly in the earth, while another part of the 
current flows through the surface of the platform and the 
gabion into the earth.  

In the case of a fault-free state the current density values 
are very low and in some parts even negligible. However, 
despite this fact the current density value in the concrete 
foundations under the surface of the ground is approximately 
150 A/m2. This certainly does not have a positive effect on the 
ageing of the concrete and there may occur degradation of the 
concrete in these places. Nevertheless, a much worse case 
occurs if there is a breakdown of the lightning arrester. In 
comparison with the fault-free state the current density values 
are very high in this case. The current density value in the 
platform increases by about 5 times. If the worst case is 
considered, the current density value in the concrete 
foundations increases by approximately 13 times, which 
represents a really very high value.  

As can be seen, this fact has an adverse effect on the 
concrete sleepers under the rail and also on the concrete 
foundations of the platform. One of the possible consequences 
of these stray currents is that their occurrence may cause 
degradation of the concrete and subsequently its cracking.  

The illustrative figure above shows how a stray current 
disrupts the concrete foundations in the vicinity of the railway 
substructure.  
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Abstract—This  paper  deals  with  parameters  of  conductive
threads for using in microwave and millimeter waves field. The
resistance and test application are presented in the paper.  The
thirteen threads of different manufacturers were measured and
their  properties  are  compared.  The  conductive  materials  of
threads are carbon, silver and stainless steal.

Keywords—conductive  threads,  resistivity  measurement
method, microwave, waveguide

I. INTRODUCTION

Wearable  electronics  are  in  the  front  of  interest  in  past
years.  Many types of electronics devices are integrated into
clothes  for  communication  or  control  of  other  devices  like
smart  phones  or  other  wearable  electronics  [1].  The
conductive threads are used as low voltage supply wires or as
low-frequency  signal  wires.  Some  threads  are  used  for
manufacturing of protective clothes for EMC test workers and
etc [2].

There are many types of the conductive threads that are
used in  wearable  applications in  smart  clothes.  The threads
which have been measured are of two majority manufacturers.
The first manufacturer is company Amann which is a leader in
conductive  threads  field,  the  second  is  Bakaert  other
manufacturers are Statex, Imbut, Shakespeare and R-stat. The
conductivity  threads measurement  methods are  described in
chapter II.

I  measured  13  conductive  threads  of  three  different
conductive materials of different thickens and non-conductive
part.  The  threads  are  in  Table 1.  Manufacturer,  type,
conductive material, non-conductive material and thickness of
all threads are in Table 1. The thickness of the threads is given
in unit tex or dtex. The unit tex is defined by follows:

T ( tex)=
M (g)
L(km)

, (1)

where T is linear mass density, M is mass in (g) and L is the
length  in  km.  The  unit  tex  is  used  for  natural  fibers,  for
synthetic fibers is used unit dtex defined as:

1dtex= 1g
10km

. (2)

TABLE 1. CONDUCTIVE THREADS OVERVIEW

Name Manufacturer Materials
MND

[tex/dtex]
Resistivity

[Ω/m]

F109 Shakespeare
PAD/

carbon
144 dtex NA

Bekonix VN
14.1.9.200Z

Bekaert steel 110 tex 70

silveR-stat R-stat
PAD/
silver

240 dtex NA

X-static NFT
PAD/
silver

160 dtex NA

Elitex Imbut
PAD/
silver

220 dtex 70

Elitex Imbut
PAD/
silver

440 dtex 20

Bekonix VN
12.1.2.100Z

Bekaert steel 235 tex 30

Bekonix VN
12.3.2.175S 

Bekaert steel 760 tex 9.3

Bekonix VN
BK 50/3

Bekaert
PES/
steel

50/3 Nm NA

I-texh 20 Amann
PES/

carbon
111 x 3 dtex NA

C-tech 80 Amann
PES/PAD/

silver
93 x 3 dtex NA

Schieldtex
235f

Statex silver 560 dtex < 100

Silver-tech
120

Amann
PAD/
silver

93 x 3 dtex < 3000

3 x 2 x 20 tex
20 tex

20 tex

20 tex

Fig. 1. Conductive thread diagram 120 tex.
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Threads are usually manufactured from two or more fibers.
Conductive  threads  can  combine  conductive  and
non-conductive fibers. The thickness of the thread from some
fibers  can  be  determined  as  3 x 2 x 20 tex (dtex).  It  means
6 fibers (20 tex) plied together as shows Fig. 1.

There are three groups of thread divided by the conductive
material.  The  threads  can  be  divided  to  carbon,  silver,  and
stainless steel. The resistivity in Table 1. is resistivity given by
the manufacturer, if it is known.

II. MEASUREMENT METHODS

The threads are fabricated of the different combination of
conductive  and  non-conductive  parts.  The  conductance  is
given by the type of conductive material and its amount in a
thread,  a  structure  of  thread  and  non-conductive  material.
Different  threads can be used in different applications (DC,
EMC shielding, signal wires).

The resistivity of the threads has been measured with RLC
meter  Instek  LCR-819 and  common  multimeter.  The  one
meter of each thread has been measured under two loads and
two different  tensions.  The thread has been placed between
two fix point and one end has been loaded. The work place
diagram is in Fig. 2. The loads were 70 g and 500 g. Some
threads are weak and they were measured only with 70 g load.
Measured results for all threads are in Table 2. The resistivity
was measured at DC, 1 kHz, 10 kHz and 100 kHz for both
loads.

The  threads  with  resistance  lowest  than  100 Ohm were
chosen  for  next  testing.  The substrate  integrated  waveguide
has been designed and side walls were sewed by conductive
threads. The substrate integrated waveguide was designed on
common  substrate  FR4  with  relative  permittivity  4.2  and
tgδ = 0.02. The cutoff  frequency has been chosen as 5 GHz
and operation frequency 8 GHz. The dimensions of metallized
vias created sidewalls were chosen as diameter 1 mm and the
distance between two vias are 1 mm. Metalized vias of one
testing example were created by common PCB technology and
this example is as a standard for comparison. 

III. SIMULATED AND MEASURED RESULTS

The resistivity was measured for all frequencies and both
loads  and  it  is  shown  in  Table 2.  Carbon  threads  have
resistance  around  hundred  mega Ohms  and  are  able  to

electromagnetic  for  low  power.  Two  stainless  steel  threads
(Bekonix VN 12.3.2.175S and  Bekonix BK50/3) have resistance
around kilo–ohms. This higher resistance is given by structure
of threads. The other two threads have resistivity around tenth
ohms. These two threads are really good conductive for DC
and low frequency signals but their MND is relatively height
and it is difficult to sew with them. The last part are silver
threads. There are big differences between resistivity of these
threads but the resistivity is relatively low for all threads. The
resistivity is from a hundred ohms to the unit of ohms. The
threads  Elitex  220  dtex and  Elitex  440  dtex  have  the  best
resistance and their MND is relatively low and the threads are
able to hand and machine sewing.

TABLE 2. MEASURED RESISTIVITY

70 g 500 g

T. no. DC 1 kHz
10

kHz
100
kHz

DC 1 kHz
10

kHz
100
kHz

1.
7.70
M

2.54
M

2.50
M

697.7
0k

NA NA NA NA

2. 73.33 68.92 68.9 69.72 69.61 68.94 68.96 69.42

3.
226.7

4
228.8 228.6 229.4

234.0
5

234 232.2 233.2

4.
232.2

5
255.4 254.6 254.6 NA NA NA NA

5. 75.26 72.4.2 74.92 63.6 NA NA NA NA

6. 14.08 14.22 14.25 14.30 15.52 15.56 15.70 15.68

7. 50.19 36.20 37.46 31.80 38.35 29.88 29.80 29.86

8. 11.01 9.23 9.18 9.32 10.82 9.18 9.19 9.25

9. 3.02k 4.04k 2.23k
13.34

k
1.60 k 1.90k 1.67k 1.53k

10. 7 k 3.26 k 3.82k 2.39k 2.5k 2.4k 2.34k 2.63

11.
>200

M
NA

75.78
M

0.5M
>200

M
NA NA NA

12. 15.00 13.88 13.95 13.95 14.11 13.32 13.64 13.67

13. 758 848 823.2 743
643.0

2
594.3

2
633 652

The  threads  no.  2,  5,  6,  7,  8,  12  have  been  chosen  to
creating  sidewalls  of  substrate  integrated  waveguide.  The
substrate  integrated  waveguide  has  been  simulated  in  CST
Microwave Studio. The waveguide is depicted in Fig. 3. The

70/500 g

   150

Fig. 2. Measuring conductive treads.

Fig. 3. Substrate integrated waveguide for conductive thread test.
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structure did not optimize for best S21 but it is only as a testing
example.  The  cutoff  frequency  was  set  at  5 GHz.  The
simulated  results  are  shown  in  Fig.  4.  The  transmission
coefficient is between -2 and -3 dB.

The  simulated  substrate  integrated  waveguide  has  been
manufactured  in  two  examples.  The  waveguide  with
metallized vias as conductive side walls and the second one
has vias only. Through these  vias were sewed by conductive
threads  create  sidewalls.  Measured  results  for  metal  vias
waveguide and for conductive threads waveguide are in Fig. 5.
The transmission  coefficient  S21 for  copper  vias  is  in  good
agreement with simulation results.

The conductive threads 2, 5, 6 and 12 are silver threads
with different DC conductivity and very similar result as side
walls  of  FR4  substrate  integrated  waveguide.  The  thread
no. 12 is in very good agreement with copper vias waveguide.
The thread no. 6 has very good result too, but there is a gap
around 7 GHz.  The transition  coefficient  is  around  -2.5 dB.
The threads no. 2 and 5 are a little worse than previous. The
transmission  coefficient  is  between  -2.5 dB  and  -3 dB.  All

these threads are suitable for conductive walls or other MW
components.  The  threads  no.  7  and  8  are  stainless  steel
threads. The transmission coefficient of the waveguide rapidly
changes with frequency. S21 is  -6.4 dB for the 7th thread and
-8.1 dB  for  8th threads  at  frequency  7 GHz.  The  SIW  and
thread no. 7 is in Fig. 6. The threads 7 and 8 are harder than
other and the conductive connection between copper part of
waveguide and threads is not ideal.

IV. CONCLUSION

Thirteen  conductive  threads  from  three  manufacturers
were measured. These threads were different types of different
conductive materials.  The DC and low frequency resistance
have been measured. The thread Elitex 440 dtex, Bekonix VN
12.1.2.100Z, and Statex have the resistance between 10 and 20
Ohms per  meter.  The threads  have  been tested as  substrate
integrated waveguide sidewalls, and compared with SIW with
copper vias. The thread no. 12 achieved results very similar to
copper one. The threads no 6,  2 and 5 achieved very good
results too. The transmission coefficient S21 was higher than
-3 dB. The threads no. 7 and 8, have unsatisfactory results as
conductive walls.
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Abstract—The article deals with measurement and control of 

indoor building parameters. In the field of modern buildings, 

attention is now increasingly focused on the issue of low-energy 

buildings, which is linked to efforts to eliminate energy losses. One of 

the solutions to this problem is to improve the quality of door and 

window seals, which prevents heat leakage. However, the negative 

effect of this measure lies in the limited ventilation of the interior, 

which reduces the air quality and the increased humidity in the 

building can cause mold. A more significant risk, however, is the 

impact on human health. Limited ventilation causes a gradual 

increase in temperature, humidity and, above all, carbon dioxide 

produced by breathing. The result may be an excessive load on the 

thermoregulatory system, fatigue and decreased concentration 

ability. For these reasons, it is important to monitor the relevant 

environmental parameters and then regulate them to meet the 

required limits 

Keywords—building control; measurement; energy saving; 

internal environment; carbon dioxide 

I.  INTRODUCTION  

This paper is based on the thesis of the author [1] and 
focuses on the issue of monitoring the state of the environment 
in the building, which provides the necessary information for 
the effective management of the relevant parameters. The 
reason is both to minimize energy losses and to create a 
health-conscious environment. 

For air monitoring, it is possible to use a range of 
commercially available products that can be used to obtain air 
quality data with individual air control systems in the building. 
However, it is always necessary to select such sensors that will 
suit the control unit communication interface used for 
controlling the building. One of the most widespread bus 
systems for building control is the KNX bus. The main 
objective of this work is to design and test prototype devices 
that enable the KNX to provide the control system with 
information about the air condition of individual building 
components. For example, information of the concentration of 
carbon dioxide, carbon monoxide, dust particles, temperature, 
humidity or pressure. 

There are commercially available devices that measure and 
evaluate some of these parameters, but in some cases may not 
be entirely appropriate, for example because of a cost. The 
aim of the thesis is to design a device that would allow 
measuring with sufficient accuracy all the available qualitative 
parameters that affect the comfort of a person while staying 

inside the buildings. The device is designed modularly so that 
it can only be installed by those sensors that are needed for a 
particular use. 

II. ENVIRONMENTAL IMPACT ON HUMANS 

The microclimate, which is the sum of the climatic 
conditions of the indoor environment, can have a significant 
effect on the function and health of the human organism. Main 
parameters considered include temperature and relative 
humidity or air velocity. In addition, various chemicals and 
dusts can be present in the air. 

The assessment of microclimatic conditions can be 
conceived in two ways, namely objectively and subjectively. 
An objective assessment is based on measured environmental 
parameter values. Subjective assessment then corresponds to 
the degree of well-being of individuals in the given 
environment. From this perspective, these subjective views are 
categorized into a scale. In this review, all other factors, such 
as gender, age, health and mental status, the degree of 
acclimatization to the environment, the nature of the work, the 
clothing, and so on, are always included in the result. 

For this work, basic parameters were selected, which are 
mostly measured and evaluated in the interior. These are 
temperature, relative humidity, air pressure, carbon dioxide 
and carbon monoxide concentration, as well as dustiness. [2], 
[3] 

A. Temperature 

The thermal comfort is important when assessing the heat 
load. This term can be described as the subjective feeling of a 
person staying in certain environment. In a state of thermal 
comfort, the temperature of the body with ambient 
temperature is so balanced that the human thermoregulation 
system is not loaded. The total heat production by humans is 
therefore offset by the heat flow from the body. 

Since the feeling of cold or excessive heat is not desirable 
for the ideal degree of thermal comfort, the temperature range 
of the environment needs to be adapted. The production of 
heat from the human body depends, among other things, on 
whether a person is at rest or doing some physical activity at a 
given moment. To avoid overheating the body, it is necessary 
to remove heat from the body by cooling the environment. 
Although there are several factors involved in the thermal 
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comfort of a person, there are studies that have found that a 
person doing light work performs 100% at 22 °C. 

 High temperatures are manifested by vasodilatation, as 
well as increased blood flow, sweating, increased fatigue, and 
decreased ability to concentrate, which can lead to various 
injuries. If heat shock occurs, body temperature increases to 
over 41 °C, perspiration stops and coma becomes. At this 
stage there is a high probability of irreversible brain damage 
or death. 

When exposed to a cold environment, blood flow is 
reduced (vasoconstriction), blood pressure and heart rate 
increase, and oxygen consumption is also increased. The 
defensive function of the organism in this case is 
thermogenesis, a muscle tension (tremor) that can produce up 
to a tenfold increase in body heat production. The most 
important thing is to keep the body temperature constant at 37 
°C. Extremely low temperatures can cause frostbite or even 
death, due to a blood circulation failure. The low temperature 
combined with low humidity leads to paralysis of the blood 
capillaries, resulting in blood congestion and swelling of the 
limbs.  

B. Relative air humidity 

The indoor air humidity value is manifested by outdoor 
humidity, the number of people and also various technological 
or other sources. The relative humidity in the room should be 
around 30-65%, since the ideal value for the human body is 
between 40% and 45%. By heating the interior, however, the 
humidity decreases considerably, down to around 20%. This 
condition may cause more intensive drying of upper 
respiratory tract mucous membranes, resulting in greater 
susceptibility to disease, particularly due to decreased 
protective function and easier penetration of harmful 
substances into the lower respiratory tract. It is therefore 
advisable to increase the humidity in the room in these cases, 
but not more than about 40%. If, on the other hand, there is a 
high temperature and humidity, the natural reaction of the 
body in the form of sweating is not sufficient as the sweat 
from the body evaporates worse. [4] 

C. Air pressure 

Changes in weather are also of considerable significance 
for the human organism. These are related to bioclimatology. 
Although to some extent a person is adapted to weather 
changes, more severe fluctuations may lead to headaches, 
joints, or muscles in more sensitive people. Other symptoms 
of increased sensitivity to weather changes 
(meteorosensitivity) may also include difficulty breathing, 
drowsiness and malaise. 

At low air pressure the blood pressure rises, which can be 
dangerous for people with circulatory disorders. A higher 
degree of hypersensitivity to these changes (meteorotropism) 
may increase heart rate and even heart attack.  

D. Carbon dioxide 

Carbon dioxide (CO2) is a common component of air, and 
fresh outdoor air has about 400 parts per million (ppm) of this 
gas. CO2 is formed by the oxidation of organic matter and it 

comes into the interior of buildings as a product of breathing 
of people, animals and plants. The effects of individual 
concentrations of carbon dioxide on humans are shown in the 
table below. 

TABLE I.   

Concentration of CO2 Effect on the human organism 

350–400 ppm outdoor environment 

< 1000 ppm recommended indoor CO2 level 

1200–1500 ppm maximum recommended indoor CO2 level 

1000–2000 ppm 
symptoms of fatigue and decreased 
concentration 

2000–5000 ppm headaches 

5000 ppm 
maximum safe concentration without health 
risks 

> 5000 ppm nausea and increased heartbeat 

> 15000 ppm breathing difficulties 

> 40000 ppm possible loss of consciousness 

 

With limited ventilation, it increases its concentration. In 
an hour, one is able to produce between 13 and 77 liters of 
CO2, depending on the activity being performed. 

Carbon dioxide makes it possible to assess the level of 
ventilation as its concentration can be easily measured. The 
human organism ceases to perceive the concentration of odors 
at some point and the olfactory organs adapt to the 
environment in which it occurs. However, at a certain 
concentration, the effect of carbon dioxide will be reflected by 
decreased ability to concentrate, fatigue and so on. [5] 

E. Carbon monoxide 

Carbon monoxide (CO) is a colorless gas without taste and 
odor, irritating and lighter than air. Natural concentrations in 
the air range from 50-230 μg/m

3
, in short-haul transport areas 

or for example in road tunnels, short-term concentrations may 
exceed tens of mg/m

3
. 

Carbon monoxide practically does not penetrate the skin, 
so the predominant exposure route is inhalation. CO toxicity is 
due to the fact that it prevents/restricts the transfer of oxygen 
from the lung to the tissues. By diffusion, carbon monoxide 
quickly gets from the lungs to the blood where it binds to iron 
in the hemoglobin blood stain to form carboxyhemoglobin 
(COHb), thus limiting blood oxygen transfer capacity (the 
affinity of hemoglobin to carbon monoxide is 200-250 times 
higher than that of oxygen). 

During the exposure to a stable CO concentration in the 
air, the COHb percentage first increases rapidly, after 3 hours 
it begins to equalize and at equilibrium after 6-8 hours of 
exposure. Excretion of CO from the organism takes place 
according to the same rules as the intake, the half-life is in the 
range 2-8 hours. 

From a health point of view, it is recommended that the 
blood COHb level does not exceed 2,5%, a value that does not 
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have a negative effect on the sensitive population (e.g. people 
with heart disease, developing fetus). [6] 

F. Dust 

Dust particles are referred to as PM (particulate matter) 
and are divided into two fractions, PM2,5 and PM10. The 
names of these fractions result from the particle size, so as 
PM2,5 they are referred to as those that reach a maximum of 
2,5 μm. Because they are very small particles, they are 
dangerous to humans by allowing them to get deep into the 
lungs by inhalation. Often they contain heavy metals and toxic 
organic compounds. In terms of both composition and particle 
size, this fraction threatens human health more than PM10, the 
particle size of which ranges from 2,5 μm to 10 μm. The 
probability of penetration into deeper lung structures is lower 
than the previous one. 

Among the most common health problems and diseases 
caused by dust particles are respiratory problems (cough, 
difficulty in breathing), asthma impairment, impaired lung 
function, lung cancer, cardiovascular disease, cardiac 
arrhythmia, a mild heart attack, or death. 

III. AUTOMATION OF BUILDINGS 

Building management functions can be divided into 
several sub-groups. The first one is heating, ventilation and air 
conditioning (HVAC). Room temperature can be set, for 
example, by number of people or depending on outside 
temperature. Other environmental control options may also 
include air quality monitoring for optimal ventilation settings 
or automatic cooling or heating shut down when windows are 
open. Lighting can then be controlled depending on the 
presence of people, the brightness of the room, or the 
brightness of the ambient light. Optimum room environments 
also use blinds. In the summer, they can prevent room 
overheating, and in the winter, on the other hand, will allow 
maximum use of sunlight. Automated buildings can also have 
security features, such as opening electrically adjustable 
windows for smoke detection or personal data entry checks 
according to biometric data. These features are just examples 
of how building automation can be used, but there are 
significantly more end-applications. [7] 

KNX/EIB bus is the worldwide standardized 
communication system, which serves in the buildings as a 
network information connection of devices, such as sensors, 
actuators, metering devices, etc. Buses, which ensure a mutual 
interconnection of particular elements, as well as a dig-ital 
transition of data, can be realized in a form of a Twisted Pair 
(TP), or with help of a power cable, an optic cable or via the 
remote radio connection. 

Manufacturers focusing on KNX/EIB products offer a 
series of productions from sensors, through actuators up to the 
sources. The total quantity of KNX compatible devices of 
different brands reaches the number of several thousands. 
These are mainly power supplies, amplifiers, sensors, 
actuators and so on. 

IV. DEVELOPMENT/DESIGN OF SENSORS UNIT 

To meter the required parameters of the inner environment, 
the following sensors were selected.  

• For temperature and relative humidity metering, there 
was selected a sensor SHT21 produced by Sensirion Company 
based on the capacitive principle of humidity measurement. In 
this case, I

2
C interface is the interface. The metering range for 

temperature is -40 to 125 °C, with the accuracy of 
measurement of ±0.3 °C and the resolution of 0,01 °C. The 
metering range of the sensors for humidity corresponds to the 
values from 0 to 100 %. The accuracy of measurement is ±2 % 
RH, and the resolution is 0.04 % RH. 

• BMP280 produced by Bosch Company is a sensor for 
measurement of absolute barometric pressure, which disposes 
by a digital output in a form of the I

2
C interface, and its 

function is based on the piezo-resistive effect. The metering 
range of the sensor is 300 - 1100 hPa, and the absolute 
accuracy corresponds to ±1 hPa at the pressure values from 
950 to 1050 hPa and the temperature from 0 to 40 °C. 
Temperature can be also measured by means of BMP280 with 
the range from -40 to 85 °C.  

• A sensor Telaire T6713 was selected for 
measurement of CO2 concentration in the atmosphere; its 
metering range is from 0 to 5000 ppm. For the range of 
concentration from 400 to 5000 ppm, the accuracy 
corresponds to the value of ±30 ppm from the measured value. 
Accordingly, the accuracy at the concentrations from 400 to 2 
000 ppm is  ±25 ppm. The sensor works on the principle of the 
non-dispersion infrared spectrometry (NDIR). 

• The sensor for carbon monoxide measurement 
TGS5042 has the metering range from 0 to 10000 ppm, and 
the accuracy less than ±5 % (for the range from 0 to 500 ppm). 
The principle of its function is an electrochemical element that 
works as a battery, and the resulting value is the current 
between the working electrode and the counter-electrode. 

• The optical dust sensor GP2Y1010AU0F produced 
by Sharp Company works on the basis of an infrared LED 
diode and a photo-transistor. This sensor is suitable essentially 
for dusts with very fine particles, such as cigarette smoke. The 
accuracy of measurement is from 0.35 to 0.65 V/(0.1 mg/m

3
). 

The density of dust particles depends on the measured voltage 
value. 

For the realization of all necessary settings and possibility 
of reading of the measured values, it was be necessary to 
choose a certain communication medium. A microcontroller 
serves for these purposes, by means of which it is possible to 
set parameters of separate sensors according to the particular 
requirements of the module, as well as performance of 
collection of the measured data in the required format. 
Though, for now, in this state, there is no possibility to send 
data between sensors and the KNX bus itself. The mediator of 
this communication is the KNX chip NCN5120. 

V. EXPERIMENTAL METERING 

For demonstration of the changes of separate parameters of 
the environment depending on the conditions of the given 

IEEE Student Branch Conference Mikulov 2017

20



 

 

Fig.  1: Curves of individual parameters from classroom measurements 

room, several short-term and long-term measurements were 
performed. The mentioned activities were carried-out in one of 
the classrooms of VŠB-TU during learning. Figure with 
graphs from this metering is shown in the Fig. 1 below. 

During staying of 18 persons in a closed, non-vented room, 
CO2 concentration during the first hour of measurement 
reaches the values up to almost 2200 ppm, which very 
significantly exceeds the recommended hygienic limits. 
Concentration of carbon dioxide should get around at most up 
to 1500 ppm. In case of values above this boundary, signs of 
tiredness or non-concentration can occur, and above 2000 ppm 
also headaches.  

To verify correctness of the solution, the resulting module 
was connected to the KNX bus. The measurement was 
realized in the KNX EB312 laboratory on the Electrotechnics 
and Informatics Faculty.  The ranges of physical and group 
addresses within possibilities of the laboratory were used for 
the experiment.  

For performance of connection of all parts of the module, 
the panel of KNX elements was switched-on, and afterwards 
the ETS5 program was initiated for the work with the KNX 
devices. Consequently, a hierarchy of the individual addresses 
for particular sensors was created, and a corresponding type is 
assigned to each of them according to the unit. Each data type 
has its specific code in ETS5. Consequently, gradual 
measurement of all parameters was initiated, which were 
written into the table in ETS5 in corresponding sequence. 

VI. CONCLUSION 

The realized module of the environment sensors was 
proposed as a universal unit for measurement of the monitored 
parameters in the inner building premises. Beside of that, the 
device also offers an additional connection of other sensors by 
means of both via remaining analogue inputs or via the I

2
C 

microcontroller interface. However, the scalability of the 
device can be also used in the opposite direction.  These are 
the cases where it is not necessary to monitor the state of the 
environment here in detail. So, several from the already 
connected sensors were not be used. By this reason, the 
module is configured so that any from the sensors can be 
omitted and the device can be fitted for any individual 
requirements of the user. 

Other differences from the commercial device are 
undoubtedly variability and setting of the limit values of the 
sensors. The sensors of the usual devices are usually set to 
certain boundary values of the given measured parameter, 
which remain practically constant. It can be, for example, a 
value of 1500 ppm for the carbon dioxide concentration, 
whereas an alarm is sent in case of this limit exceeding. The 
realized device is however able to change these values 
dynamically, evaluate data even during the course of the 
measurement and fit itself on the basis of these statistics to the 
given environment. 
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Abstract—This paper presents experimental 5-bit chipless 

RFID tag based on frequency domain information coding. The 

tag is composed of U-folded dipoles and a metal frame. Its main 

feature is frequency notched RCS response which provides high 

read range of the tag. Proposed simulation results of the tag 

explain a usage of an enhanced arrangement of the U-folded 

dipoles in the frame and demonstrate performance of the tag. 

Information encoding ability of the tag was investigated. Effects 

recognized during investigation of the tag will be employed for 

design of a tag with higher bit capacity. 

Keywords—chipless RFID, tag, scatterer, radar cross-section, 

spectral response coding 

I.  INTRODUCTION 

The radiofrequency identification (RFID) is a widespread 
technology, which is applied mainly in industry (production 
process monitoring), logistics (acceleration of storing 
procedures), commerce (antitheft feature), health care 
(elimination of patient confusions) and inventorying (e.g. 
books in libraries). RFID is expected to have an important role 
in the internet of things concept [1].  

There is a perfect opportunity for further spreading in 
commerce, provided that the RFID transponders (tags) are 
suitable for optical barcode replacement [2]. The advantage of 
the tag consists in the possibility to be read without necessity of 
clear line of sight. Low price of the tag is essential for reaching 
this goal. Unfortunately conventional tags which consists a 
chip are about hundred times more expensive than barcode [3]. 
Perspective approach to reduce the tag cost is chipless RFID 
which provides different methods of storing information 
without chip. 

Promising examples of the chipless RFID technology are 
tags based on spectral signature [4], [5], which in most cases 
consist of resonating scatterers. Presence or non-presence of 
each scatterer's peak in tag's spectral signature represents logic 
one or zero, respectively. This method of the chipless tag 
design is employed in this paper. Second part discusses 
required properties of the scatterer and describes U-folded 
dipole. Third part presents a 5-bit chipless RFID tag which is 
using U-folded dipoles coupled with a metal frame. 

II. U-FOLDED DIPOLE 

There are many different types of planar resonators which 
can be used as a scatterer for the chipless RFID tag. [6] Each of 
these resonators can be described via three important 
quantities. First of them is radar cross-section (RCS) which 
determines the reading range of the tag. The higher RCS results 
in the longer reading range.  

Second quantity is bandwidth (BW) of resonance peak 
which depends on quality factor of resonance. It can be 
evaluated from frequency characteristic of the resonator as 
frequency range of three decibel resonance peak drop. This 
value is important from spectral bit capacity point of view. For 
example when bandwidth is 200 MHz there cannot be stored 
more than only five bits for each GHz in the spectrum.  

Last quantity is product ka where k is wave number and a is 
radius of circle circumscribed the resonator. This quantity 
represents rate of electric reduction of the resonator. 
Resonators with ka below one are suitable candidates because 
small scale is essential for purposes of chipless RFID. 

Theory of electrically small antennas says that resonance 
structures with small ka have high quality factor Q which 
implicates low bandwidth which is beneficial for high spectral 
bit capacity and low RCS which is inappropriate for reading 
range. Therefore there is always a trade-off between spectral 
bit capacity and reading range of the tag.  

 

Fig. 1. The layout of the U-folded dipole 

U-folded dipole represents quite advantageous choice from 

the point of view of this trade-off [6] but its biggest advantage 

is simple geometry. This scatterer consists of two parallel 

arms, which are connected to each other at one end; see Fig. 1. 

The width of all lines equals 1 mm and the distance between 

arms accounts for 0.5 mm, which gives the scatterer a width of 

b = 2.5 mm. The length of arms, which determines the 

required resonance frequency (the arm length is similar to one 

quarter of resonant wavelength) vary from a = 21.5 mm to 

a 

b E 
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a = 25.5 mm (with 1 mm step). The scatterer shows a 

sufficient RCS equal to -34.3 dBsm and a narrow bandwidth 

BW3dB = 18.1 MHz. However, its disadvantage is embodied in 

a mediocre factor ka = 0.791 [6]. The performance of the 

single scatterer as well as all variants of the tag was simulated 

on the low-loss dielectric substrate (r = 3.38, tan  = 0.002) 

with the thickness of 0.2 mm using MoM IE3D software.  

U–folded dipole design is not a new contribution of the author. 

It has been already published [6, 7]. 

III. DESIGN OF 5-BIT  CHIPLESS TAG 

Five U-folded dipoles were coupled with a metal frame; see 
Fig. 2. Size of the frame is m = 29.5 mm by n = 28.5 mm. The 
width of all its lines equals 1 mm and the distance between U-
folded dipoles and inner frame edge is also 1 mm (left side of 
the frame is an exception, this distance depends on a scatterer 
length). Order of scatterers in the frame is ‘4 3 1 2 5’. Numbers 
represents order of scatterer’s resonant frequencies, for 
example number 5 represents the shortest scatterer with highest 
resonant frequency. Advantage of this enhanced arrangement 
in comparison with basic length ascending arrangement (see 
Fig. 5) consists in more uniform RCS response.  

 

Fig. 2. The layout of the tag with enhanced arrangement 

 

Fig. 3. The current distribution of the tag with enhanced arrangement 

RCS response of the tag is notched, which means that each 
scatterer causes a narrow dip at its resonant frequency in wide 
resonant peak of the frame. The dip is a consequence of 
coupling between a U-folded dipole and the frame, which can 
be observed from current distribution at frequency point 
f = 2.56 GHz in Fig. 3. 

RCS response in Fig. 4 illustrates performance of the tag 
with enhanced arrangement. Maximum of the frame’s resonant 
peak is approximately 18 dBsm. All information coding dips 
are clearly recognizable. Depth of the dips is between 4 and 9 
dB. Moreover coding a zero bit by removing particular 
scatterer doesn’t affect dips of other U-folded dipoles which is 
essential for readability of the tag.  

 

Fig. 4. Simulated performance of the tag with enhanced arrang. while coding 

Two variants of basic arrangement using an ascending 
order of the scatterers according to their length were designed 
and investigated before the enhanced arrangement above; see 
Fig. 5. It is obvious that difference between variants consists 
only in alignment of the U-folded dipoles in the frame.  

 
             (a)        (b) 

Fig. 5. The tags with basic arrangement: aligned left (a), aligned right (b) 

RCS responses of both tags are in the Fig. 6. Especially 
from the left aligned variant it can be observed that dips 
belonging to the side scatterers, which have only one neighbor 
are significantly weaker than rest of the dips. The first resonant 
dip is even beyond the limit of reliable reading. Comparison of 
the both responses demonstrates that greater distance between 

m 

n 
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inner frame edge and the shorted end of the scatterer’s arms are 
beneficial for depth of the dips. 

 

Fig. 6. Simulated comparison between variants of U-folded dipoles 

alignments in the frame  

 

Fig. 7. Simulated comparison between basic and ehanced arrangement 

 The idea of enhanced arrangement is based on these 
effects. The longest scatterer was moved to the middle of the 
tag in order to increase its dip depth. The two shortest 
scatterers were chosen for the side positions because low dip 
depth which is essential for this position can be compensated 
by high distance between the shorted ends of the scatterers and 
the left side of the frame. The tag using enhanced arrangement 
has thanks to these changes more uniform RCS response than 
the tag with basic arrangement; see Fig. 7. 

IV. CONCLUSION 

The paper discusses design and performance of 5-bit 
chipless RFID tag, which is composed of the U-folded dipoles 
and the metal frame and it is working in the frequency domain 
mode. Employing a metal frame in the tag design allows 
achieving higher level of RCS response. It is shown that basic 
arrangement of the scatterers in the frame is inappropriate due 
to low RCS response uniformity. This problem was solved by 
proposed enhanced arrangement. Described tag has suitable 
properties for chipless RFID, but in current stage of 
development can be used only for experimental purposes. 
Practical usage is limited by its insufficient bit capacity. 
Further work on this project will be focused on a design of 
chipless RFID tag with significantly higher bit capacity based 
on the same principle of coupling a scatterer with a metal 
frame. 
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Abstract—This conference paper deals with LSCI (laser
speckle contrast imaging) method, which is used to visualise blood
flow rate. A simple experimental setup has been designed for
studying method properties. This setup uses microparticles as a
model of red blood cells and glass capillary as vessels model. After
processing sequences, it is evident, that final image intensity is
a function of fluid flow. Moreover, we have shown the imaging
process being stable, dependent on exposition time.

I. INTRODUCTION

Blood flow rate is an important property of the human
physiology. Usually, methods based on ultrasound Doppler
are widely used. With the invention of laser in the 60s, laser
based methods could be invented, for example, laser Doppler
imaging, which examines frequency shifts or laser contrast
speckle imaging, which uses speckle noise to estimate relative
blood flow. [1], [2]

Laser speckle contrast imaging (LSCI) is a set of meth-
ods, that are using speckle pattern to estimate blood flow.
The speckle pattern is typical for systems with coherent and
monochromatic waves, such as ultrasound or laser systems.
They are noninvasive and unharmful, the only risk remains in
laser intensity, as for retina application, the laser power has to
be under hygienic limits [2], [3].

Physically, speckle noise is arising based on interference.
The incident wave is scattered on objects with dimension
comparable to the wavelength. These objects are behaving
like individual wave sources, due to the Huygens principle.
Scattered waves are interfering and strike detector, where it is
possible to observe local speckle pattern [4]. Mathematically
we model speckle noise as multiplicative noise with Rayleigh
probability distribution defined as: [5], [3]

p(A) =
A

Ψ
· eA

2

2Ψ (1)

where A is amplitude and Ψ is distribution parameter. The
principle of LSCI method is simple. When scatterers responsi-
ble for interference, like erythrocytes, are moving, the speckle
pattern becomes blurred. This is caused by finite camera expo-
sition time. It is possible to describe scatterers (erythrocytes)
speed distribution using contrast values. Contrast value is a
function of velocity and expressing it using image properties,
we obtain equation: [6], [7]

K(x, y) =
σN

µN
. (2)

K(x, y) is contrast value at position (x, y), σN is standard
deviation and µN is mean in a pixel neighborhood of size
N . Generally speaking, a neighborhood could be defined in
various shapes, but the isotropic square neighborhood is used.
In the case of an ideal light source with respect to coherence
and monochromaticity, the value of standard deviation is equal
to mean value in a neighborhood. This introduces condition for
contrast values [8], [3]:

K(x, y) ≤ 1. (3)

This condition is not usually fulfilled. Dependency of contrast
values on red blood cells velocity is not linear, therefore
usually more respecting relation is used. It assumes Lorentz
velocity distribution of moving scatterers, which is connected
with Brownian motion assumption, thus independent move-
ment of red blood cells. Then, we define decorrelation time τc
as function of contrast value as: [8], [3]

K2 = β

(
τc

T
+

τ2c
2T 2

·
(
e

−2T
τc

))
(4)

In this equation, β is system dependent constant and T is expo-
sition time. Then, 1

τc
∼ vs, so the inverse of the decorrelation

time is a function of scatterers velocity vs. The decorrelation
time from the equation (4) better respects nonlinearities in
velocities then contrast values from the equation (2). Finally,
by substituing x = T

τc
and by modifying equation (4) one

obtains [6], [9]:

K(T, τc) =

√
β · e

−2x − 1 + 2x

2x2
(5)

This equation is easier to implement, but the exponential func-
tion under root square hardens analytical solution, therefore
we have to solve it numerically. Then, we can convert contrast
images, that are easily computable, into inverse decorrelation
time images [8].

II. EXPERIMENTAL SETUP

Comparing to other blood flow measurement methods,
LSCI requires simpler and cheaper setup. A camera and laser
system are only needed. Block scheme of our measurement
setup is shown on figure 1.

We are using laser with maximum power 100 mW and
wavelength λ = 658 nm. Laser diode 658P040 is controlled by
laser controller LDC 205C. As vessels model, we have chosen

IEEE Student Branch Conference Mikulov 2017

25



Fig. 1: Main components of designed experimantal setup.
Peristaltic pump secures fluid flow, laser and camera are main
parts of LSCI system.

glass capillary 5 mm wide and 0.5 mm deep. Blood modeling
fluid is water with latex microparticles. Two different diameters
of microparticles have been used, 0.1µm and 1.1µm made by
SIGMA, but no significant difference between them have not
been observed. Due to the high microparticles clustering, the
glass capillary has to be often changed.

III. EXPERIMENT AND METHODS

Data acquired using our experimental setup have been
processed offline. We are using programming language Python
with scientific libraries NumPy and OpenCV. Each acquired
video has approximately 200 images, with frame rate 30 fps
and size 1280× 1024 pixels. Vessel model is situated approx-
imately in the middle and positioned vertically. Images do
not need preprocessing, only resorting in the case of multi-
exposition measurements. Firstly, images are transformed into
contrast images.

A. Transformation into contrast images

Scatterers, i.e. red blood cells or microparticles movement
cause visible blurring in the capillary. Using equation (2),
it is possible to visualize this blurring. Neighborhood size
is the only parameter and its size is chosen as 7 × 7 or
9 × 9 [6]. To speed up the computation process, local mean
values are computed by convolution with the averaging mask
of neighborhood size. The standard deviation in each point is
computed from a definition of variance as:

σM,N (x, y) =
√
〈X2(x, y)〉M,N − 〈X(x, y)〉2M,N (6)

where the first term is computed using convolution with the
averaging mask of neighborhood size and squared image. The
second term is computed from local mean values by squaring
them. Finally dividing both terms, one obtains contrast image.
The effect of contrast transformation is shown on the image
3.

B. Image filtration

As blurring and thus contrast information is a random
variable, the resulting image suffers from random contrast
fluctuations in both spatial and time domain. As the spatial
video resolution is sufficient, spatial averaging filtering with
mask of size 31 was used. Similarly, with heart frequency
at 1 Hz, temporal averaging filter with size 7 could have
been used, without any impact on temporal resolution. Filter
length is chosen based on experience, sufficiently small to
not influence spatial and temporal resolution. Filtered images
are then transformed into inverse decorrelation time, which
enhances blurring caused by moving particles over a static
background.

C. Decorrelation time transformation

Contrast images are transformed into inverse decorrelation
time images using (5). This equation is solved numerically,
with an assumption, that contrast lies in the interval [0, 1]. This
interval is divided into 1000 values and for each value, equation
(5) is solved using modified Powell method. The vector of
calculated inverse decorrelation time values is used as a look-
up table and each contrast value K(x, y) is transformed. The
transformation curve for different exposition times is shown
in figure 2. Note, that interval is divided linearly, but the
dependency of inverse decorrelation time is not linear.

Fig. 2: Semilogaritmic plot of inverse decorrelation time as
dependency on contrast value for different exposition times.
Note that curves seems to be shifted only.

IV. RESULTS

For different exposition times and velocities, we have
acquired videos in single-exposition mode. In single exposition
mode, all the images from a sequence are acquired with the
same exposition time. To secure same conditions, sequences
are recorded in a short time.

Each sequence is first transformed into contrast images,
then filtered and finally transformed into decorrelation time
images. Contrast values can be considered as a random vari-
able and filtration prevents contrast to have extreme values.
If extreme values are present, due to the nonlinearity of
inverse decorrelation time values transform, extremity will
be enhanced. Mean contrast image from a sequence and
corresponding inverse decorrelation time image are shown in
figure 6.
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(a) Original image (b) Inverse contrast image

Fig. 3: Comparison between original and inverse contrast image. Transformation into contrast values identifies fluid flow.

A. Stability of the process

First of all, one has to ensure, that the process will be
stable in time. This condition means, that contrast values
and derived inverse decorrelation time will be ergodic, ie
the energy will not change in time. If this condition is not
fulfilled, images cannot be cross compared, thus they have to
be dealt independently. Ergodicity of the process is proved in
figure 4, where the mean value from each frame and mean
capillary value are calculated and plotted. Both mean values
oscillate at the beginning of the experiment, which is probably
a transitional state to equilibrium. After 50 frames, the system
remains stable and only small oscillations are present. This is
the side effect of randomness of the process. Moreover, mean
values in the capillary are lower than entire image means. This
is expected because velocity is inversely dependent on contrast:
vc ∼ 1/K.

Fig. 4: Stability of measurement process. Mean contrast value
from entire image and mean contrast value inside capillary are
plotted.

Every single exposition sequence have been processed and
within each sequence following values have been calculated:

• Mean value in the sequence.

• Mean capillary value in the sequence.

These values have been calculated for inverse contrast im-
ages, filtered inverse contrast images and inverse decorrelation
time images. We have acquired sequences for exposition times
[5, 10, 15, 20] ms and fluid speed [0.075, 0.75, 7.5] ml·s−1.

B. Experimental results evaluation

First of all, dependency of inverse filtered contrast on fluid
flow is shown in figure 5. As inverse contrast value should
be a function of speed, we expect, that with increasing flow,
the inverse contrast will increase too. This is the case for
exposition time of 15 ms, where both mean value in capillary
and mean value from the whole sequence is increasing with
the fluid flow. For exposition time of 5 ms, mean value increase
first, then decrease or remains approximately constant.

0 1 2 3 4 5 6 7
flow [ml/min]

4.8

5.0

5.2

5.4

5.6

5.8

1/
K

Mean value in vessel for exposition 5 ms
Mean value in image for exposition 5 ms
Mean value in vessel for exposition 15 ms
Mean value in image for exposition 15 ms

Fig. 5: Dependence of inverse filtered contrast on fluid flow
for exposition times 5 ms and 15 ms.

Finally, we have plotted dependency of decorrelation time
on exposition time. From the figure 7, we can deduce, that for
flow I = 0.75 ml/min decorrelation time is decreasing with
increasing exposition time and for flow I = 7.5 ml/min, we
have found similar conclusion, with difference at 30 ms.



(a) Filtered inverse contrast image. (b) Inverse decorrelation time image.

Fig. 6: Comparison between filtered inverse contrast image and inverse decorrelation image. Note, that transformation into
decorrelation time enhances blood flow with respect to background
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Fig. 7: Dependence of decorrelation time value on exposition
times, for flow 0.75 ml/min and 7.5 ml/min.

V. CONCLUSION

LSCI method is an interesting, unharming and cheap way
to determine blood flow. We have presented a new, experimen-
tal setup, which allows method properties examination.

Transforming sequences into contrast values allows blood
flow visualisation and random noise suppression. By filtering
contrast images, we have obtained smoother blood flow visu-
alisation, because we suppose, that axial velocity is constant.
Transformation into inverse decorrelation time results in en-
hancing contrast of brighter structures, while suppressing low
contrast values, ie background, see figure 2.

The whole experiment is relatively stable, with an oscil-
lation at the beginning. Stability was determined using mean
value for each frame in the sequence.

Based on the figure 5 we can conclude, that the dependency
of the inverse contrast value is not strictly linear and is also a
function of exposition time. From the figure 7 we can conclude,
that with increasing exposition time, inverse decorrelation time
is decreasing. The explanation is that contrast is higher with

increasing exposition time, as images are more blurred and
more enlightened and according to the figure 2, contrast and
inverse decorrelation time are inversely proportional.

We have shown some properties of our experimental LSCI
setup, most of them are in accordance with theory expectations.
For better evaluation and absolute flow measurement in the
future, we have to measure more exposition times and more
fluid velocities.
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Abstract— Presented work investigates performance of three 

feature sets (LPC, LPCC and MFCC) in distinguishing gunshots 

from non-gunshot, mostly urban sounds under white noise 

conditions ranging from 30 dB to 0 dB with 10 dB step, including 

clean signal. Results show, that LPC coefficients are best at 30 dB 

with comparable results achieved by LPCC. MFCC are 

significantly better than others at 20 dB and 10 dB. Performance 

at 0 dB was balanced between LPC and MFCC – LPC had more 

true detections and MFCC achieved better score for false alarms. 

Keywords— gunshot detection, feature analysis, linear 

predictive coding coefficients, cepstrum, noise 

I.  INTRODUCTION 

This work is a part of our effort of developing reliable 
gunshot detection system. It follows after first attempts, where 
we developed simple algorithm to distinguish gunshots from 
non-gunshot sounds (mostly impulsive, such as branch 
cracking) on relatively small dataset [1] and subsequently 
implemented it on signal processor [2]. In recently finished, but 
not yet published paper [3], we were investigating influence of 
frame size on extracted features, where we concluded that for 
some non-Fourier Transform based features, 11 ms is 
sufficient. In this publication, we also investigated influence of 
position of signal within frame on feature variability. 

The aim of this paper is to test how features perform in task 
of distinguishing gunshots from other signals under different 
noise conditions. To keep consistency, we are using similar 
features as in previous publications, but we would like to 
expand feature list and include some newer, such as MPEG-7 
descriptors.  

Other publications that deal with feature evaluation use for 
example MRMR metric [4],[5] or use other techniques, like 
wrapper and filter feature selection [6]. 

II. SOUND DATASET 

Sound data come mainly from two sources. Gunshots are 
from free Firearm Sounds dataset [7] where a dataset of 1533 
gunshots is available. The recordings proceed from various 
weapons (24 types), different angles (originally labeled as 
“front”, “behind”, “right” and “left”) and different distances 
(originally labeled only as “short”, “mid” and “long”). Non-
gunshot signals consist of mostly urban noises, such as drilling, 
recordings of crowded places, jackhammer etc. from Urban 

Sounds Dataset [8]. The last and smallest part of used signals 
was recorded directly by us. All recordings used are in WAV 
format, mono, 44.1 kHz and 16 bit sampling (downsampled 
where needed, especially with sounds from [7]). 

Different noise conditions are established adding white 
Gaussian noise with different sound-to-noise ratios (SNR). 
This noise was chosen due to its uniform power distribution in 
spectrum. In the future, use of real-life noises (such as from 
[8]) is planned instead of white noise. Noise was added using 
Matlab awgn(‘measured’) function, with ratios 30 dB, 20 dB, 
10 dB and 0 dB. 

All signals were segmented into frames of 11 milliseconds 
(485 samples at 44.1 kHz). This sample size can be applied 
because we do not use Fourier Transform (thus a power of two 
is not preferred). Additionally, in previous tests [3] 11 ms was 
chosen as the most suitable from candidates of 23 ms, 11 ms, 8 
ms, 5 ms and 3 ms, with 11 ms being comparable with 23 ms 
(1024 samples, which is frequently used in similar 
applications) and outperformed lower resolutions in terms of 
false alarms / true detections (although only slightly for 8 ms). 

Figures 1 and 2 show examples of gunshots from AK-47 
assault rifle, with the first showing frontal recording with 
muzzle blast and shockwave and the second showing recording 
from behind of the shooter. 

 

 

Fig. 1. Frontal recording of AK-47 

 

IEEE Student Branch Conference Mikulov 2017

29



 

Fig. 2. Rear recording of AK-47 

III. FEATURES AND METHODS 

A. Features used 

Investigated features consist of linear predictive coding 
coefficients (LPC), linear predictive cepstral coefficients 
(LPCC) and mel-frequency cepstral coefficients (MFCC) of 
even orders from 8 to 30. These features were selected because 
of our previous experience with them and their frequent use in 
similar applications [9], [10]. 

Figures 3 to 5 illustrate values of extracted features 
(minimal, average and maximal) of individual coefficients 
corresponding to the order 30 in each feature set. In these 
experiments, 7 recordings of AK-47 gunshots recorded from 
100 m (frontal recording) were taken into account.  

B. Methods of Evaluation 

Performance of individual features and ranks was evaluated 
by observing false alarms and true detections ratio. As a 
detector, neural networks pattern recognition Matlab tool was 
used. These networks has one hidden layer, default value of 10 
neurons in hidden layer was kept. Also, default value of 
division into non-overlapping training (70%), validation (15%) 
and testing (15%) sets was kept. We find these values as in 
range of common settings to be used [11]. Data division was 
based on random permutation for each training (i.e. each 
variation of feature and/or order). 

Since neural networks use optimization algorithms such as 
gradient descent, which may yield different results each time, 
all results published in this paper are average of results of five 
training rounds. 

 

Fig. 3. LPC coefficients 

 

Fig. 4. LPCC coefficients 

 

 

Fig. 5. MFCC coefficients 
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Fig. 6. LPC false alarms 

 

 

Fig. 7. LPCC false alarms 

 

 

Fig. 8. MFCC false alarms 

 

IV. RESULTS 

Results show, that performance beyond certain order 
(consequently, number of coefficients) varies only slightly, 
which is probably due to high correlation between features. 
Best results for no noise or low noise conditions were achieved 
by LPC coefficients with similar, but slightly worse results 
achieved by LPCC. MFCC performed by far best for 20 dB 
and 10 dB. At 0 dB LPC and MFCC coefficients were 
comparable, with LPC achieving more true detections and 
MFCC less false alarms. Figures 6 to 8 show false alarms for 
each feature depending on feature order and SNR. 

Table 1 presents best results achieved for each SNR by 
different features, showing True Detections (TD), False Alarms 
(FA) and feature order for achieved results. 

TABLE I.  TRUE DETECTIONS AND FALSE ALARMS FOR DIFFERENT 

FEATURES AND SNR  

SNR 
LPC LPCC MFCC 

TD 

[%] 

FA 

[%] 
order 

TD 

[%] 

FA 

[%] 
order 

TD 

[%] 

FA 

[%] 
order 

clear 86,7 9,6 22 86,3 10,1 16 75,1 17,7 12 

30 dB 82,7 13,9 22 80,5 18,7 30 77,5 16,8 18 

20 dB 62,1 27,4 26 60 29,6 18 74,8 19,4 18 

10 dB 43,8 32,9 28 54,4 30,2 8 68,5 22,5 30 

0 dB 49,8 34,6 26 49,7 35,3 8 44,6 30,9 20 

 

V. CONCLUSION 

In this paper, we have compared for gunshots detection 
some of the features usually used in sound recognition under 
different noise conditions. Results show, that although higher 
orders achieved best results, order itself has minor role on 
performance. With increasing noise levels, preference shifts 
from LPC to MFCC, but at 0 dB SNR, LPC and MFCC are 
comparable. In next research, we would like to investigate 
influence of various noise types on performance, e.g. urban 
noises instead of white noise, and also extended feature list 
including some of newer features (e.g. MPEG-7 descriptors). 
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Abstract—As the price of genome sequencing decreased, the 

complete genome sequencing is the new standard for exploring 

biological abilities of organisms. The commonly known 

contaminants like proteins and RNA are efficiently ousted but 

there is another contaminant which is diverse DNA. DNA 

contaminants are common in sequencing output and until recently 

nobody reckons with it, they are also part of already published 

genomes. The paper deals with issues by using alternative 

approach of genomic signal processing and other computational 

methods. The main objective is to detect contaminants in 

sequencing output and evaluate the analyses of usable features.  

Keywords— sequencing; genomic signal processing; features; 

contaminants; clustering; PCA; bioinformatics 

I.  INTRODUCTION 

Since Sanger sequencing method was introduced in 1977 the 
development of sequencing DNA molecules has changed in 
various ways. Scientists are currently developing so called third 
generation sequencing methods and the price per sequenced 
human genome decreased from $ 100M to $ 1000 in 2015. The 
most used methods of the second generation also called new 
generation sequencing (NGS), generally, produce a huge 
amount of data. It is caused by a need to shear a DNA into many 
fragments and then sequence these fragments as no sequencer is 
able to sequence the whole DNA molecule at once. The original 
sequence is then obtained by process called assembly, which 
searches for overlaps and alignments between the reads and 
joins them together.  

The paper focuses on the partial issue of high-throughput 
NGS sequencers which is contaminant DNA. There are some 
contaminants during DNA isolation like RNA and proteins, 
which are chemically washed out, but some studies already 
discovered that detectable levels of contaminants are present in 
sequencers output. Those contaminants are DNA of diverse 
species.  [1,2,3] E.g., human DNA parts was observed in E. coli 
sequencing output [1].  

I performed analyses of detecting contaminant DNA reads in 
NGS output by using genomic signal processing, features 
extraction, principal component analysis and machine learning.   

Genomic signal processing (GSP) is generally alternative 
sight of studying DNA. The DNA is composed of four 
alternating letters representing nucleotides (A, C, T, G) forming 
basic unit of bioinformatics – base pair [bp]. GSP transform a 
letter based DNA to numerical based DNA using several 
methods which suit different utilization [4]. Numbers can show 
what letters cannot, e.g. hidden patterns, repetitions, similarities, 

etc. Some basic letter based approaches can be accomplished by 
using GSP, e.g. multiple alignments [5], taxonomy classification 
[6], etc. in less demanding manner. 

II. METHODS 

A. Numerical representations 

Numerical representations are general methods for 
transforming DNA string compounded by four chars (A, C, G, 
T) representing the four nucleotides in DNA sequence. Thus, we 
acquire numerical sequence (signal). There are more published 
methods for the transformation [7], but I chose representations 
based on phase representation [2, 3]. To every nucleotide is 
assigned corresponding value (A = π/4; T = -π/4; C =-3π/4;  
G = 3π/4) – the phase of a complex number. From basic phase 
representation are two others derived – cumulated phase and 
unwrapped phase representation. The cumulated phase is 
cumulative sum of the phase values of the signal from first to the 
last element. The unwrapped phase is corrected phase, the 
absolute value between the two values is kept less than π by 
adding or subtracting multiples of 2π. The unwrapped phase 
denotes the difference between positive and negative transitions, 
e.g. A→G, G→C, C→T, T→A are positive transitions (anti-
clockwise). [8] 

B. Features 

From every read were extracted some chosen features. The 
features should ideally represent the read and be distinct enough 
to discriminate the reads. Several features were chosen: Hjorth 
parameters, energy, standard deviation, the average and 
maximum value of both first and second derivation. The energy 
was defined as 𝐸 = ∑ |𝑥(𝑛)|2∞

−∞ . Hjorth parameters – activity, 
mobility and complexity was defined as 𝐴 = 𝑣𝑎𝑟(𝑦(𝑡)), 𝑀 =

√𝑣𝑎𝑟(𝜕𝑦(𝑡)) 𝑣𝑎𝑟(𝑦(𝑡))⁄ , 𝐶 = 𝑀(𝜕𝑦(𝑡)) 𝑀(𝑦(𝑡))⁄ , where 

y(t) is signal. [10] Their origin is in EEG processing as slope 
descriptors. The activity represents mean power, mobility is the 
measure of mean frequency and complexity quantifies any 
deviation from the sine shape. [10] 

C. Correlation 

For acquiring information about relations between the 
features the Pearson correlation coefficient was computed using 
equation (1), where A and B denote two variables, μA and σA are 
the mean and standard deviation of A, respectively, 
and μB and σB are the mean and standard deviation of B [11]: 
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𝜌(𝐴, 𝐵) =
1

𝑁 − 1
∑ (

𝐴𝑖 − 𝜇𝐴
̅̅ ̅̅ ̅̅ ̅̅ ̅̅

𝜎𝐴

)(
𝐵𝑖 − 𝜇𝐵

𝜎𝐵

)
𝑁

𝑖=1
 

(1) 

D. Principal component analysis 

The principal component analysis serves as one of the 
features extraction methods. It allows to describe features 
redundancy and reduce it to lower dimensionality. PCA method 
computes the linear combinations of variables and chooses the 
one with the highest variance.  It creates the new set of variables 
called principal components, each principal component is a 
linear variation of original variables. Principal components are 
orthogonal. The number of principal components is the same as 
the original variables, but usually, first few components cover 
the majority of the total variance of the original data. [12] 

E. Clustering methods 

Clustering methods serve to divide the dataset into categories 
which should correspond with some real features of the data. K-
means is heuristic unsupervised machine learning algorithm. It 
divides data into the preselected number of clusters. The 
algorithm consists of repeating two steps: assignment step and 
update step. In assignment step each observation is assigned to 
cluster according to the squared Euclidean distance criterium or 
another metric [13] : 

 

𝑆𝑖
(𝑡)

= {
𝑥𝑝 ∶ ‖𝑥𝑝 − 𝑚𝑖

(𝑡)
‖

2
≤ ‖𝑥𝑝 − 𝑚𝑗

(𝑡)
‖

2

∀𝑗, 1 ≤ 𝑗 ≤ 𝑘
} 

(1) 

where 𝑚𝑖
(1)

, … , 𝑚𝑘
(1)

 is the initial set of k means, 𝑥𝑝 is 

assigned into one cluster 𝑆 
(𝑡). In update step, the new means are 

calculated [13]:  

𝑚𝑖
(𝑡+1)

=
1

|𝑆𝑖

(𝑡)
|

∑ 𝑥𝑗

𝑥𝑗∈𝑆
𝑖
(𝑡)

 
(3) 

The algorithm converges when no assignments are changed. It 
does not guarantee to provide a global optimum in all cases. [13] 

F. Dataset 

The analysis was tested on synthetic datasets. The datasets 
are based on original Escherichia coli genome (GenBank 
NC_000913) and Homo sapiens 21q chromosome (GenBank 
BA000005) DNA sequences. For simulating NGS reads the 
wgsim [8, 9] tool was used. For mapping reads to reference 
genome the BWA [16] tool was used. The BWA output is SAM 
file (Sequence Alignment Map), which contains reads together 
with their position in the reference genome. It is based on 
Burrows-wheeler transform and provides high-quality output. 
[17] The total output is 5000 E. coli reads mixed with another 
300 reads from human genome representing contaminants. The 
reads are simulating Illumina sequencing platform reads and 
have 300 bp in length.  

III. RESULTS AND DISCUSSION 

The algorithm was programmed in MATLAB environment. 
The output of BWA tool, the SAM file, contains both mapped 
and unmapped DNA reads as letter strings. Reads were 
converted into the DNA signals using the cumulative sum of 

phase. From every read the nine features were acquired – three 
Hjorth parameters, signal energy, standard deviation, the 
average and maximum value of first derivation and average and 
the maximum value of the second derivation.   

Before carrying principal component analysis is needed to 
preprocess the dataset. Thus, the features were normalized by 
subtracting mean and divided by standard deviation of the 
variable: 𝑦𝑛𝑜𝑟𝑚 = (𝑦 − �̅�)/𝜎(𝑦). 

A. Correlation 

The Pearson correlation coefficient was computed between 
variables. This should provide information about features 
dependence.  The significant correlation coefficient occurred 
between several features: Activity, Complexity, SD, and Energy 
was correlating together. In Table 1 there are correlation 
coefficients (>0,8) between several features. 

Table 1 – Correlation between features (>0,8) 

 A M C EN. SD 

A 1 0 0,87 0,87 0,86 

M  1 -0,84 0 -0,84 

C   1 0,80 0,99 

B. Principal component analysis 

The principal component analysis was computed using SVD 
algorithm with internal MATLAB function pca. The 3D space 
was chosen for further analysis and clustering, so three principal 
components were requested. All three components exceed 78 % 
of total variability. In figure 1 is a PCA biplot, which also 
denotes dependency between energy, activity, SD, and 
complexity.    

The PCA provided a new set of variables with reduced 
dimensionality to 3D (originally 9). That allows features to be 
easily displayed as the graph. 

 

Fig. 1. Biplot of principal components 
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In figure 2 are displayed reads represented by reduced 
features, the red dots are contaminants (human origin) whereas 
blue ones are E. coli reads. There is clearly visible that many 
reads have similar features as original bacterial reads. Those will 
be demanding to distinguish as contaminants.  

C. K-means clustering 

The k-means algorithm was performed at reduced features 
data. As distance metric was chosen city-block distance (sum of 

absolute differences): 𝑑(𝑥, 𝑐) = ∑ |𝑥𝑗 − 𝑐𝑗|
𝑝
𝑗=1 , where x is 

observation and c is centroid coordinates. The algorithm was 
started with given initial centroid positions, as algorithm tends 
to give inaccurate solutions with random initial centroids.  The 
number of clusters was set to two, as I wanted to differentiate 
the contaminants from original reads.  

In figure 3 there are contaminant reads colored red, the 
original reads are blue, and those contaminants clustered 
wrongly as original colored by a red circle. The different view 
from the side is in figure 4. 

D. Evaluation 

The method was tested on ten different datasets. The dataset 
contains 5000 original reads of E. coli together with 300 reads 
of a human genome. The evaluation consists of computing 
confusion matrix and accuracy. 

The analysis of using feature extraction from reads shows 
overall usability of this approach. The features extraction is a 
simple and undemanding process. Principal component analysis 
is also suitable since e.g. Hjorth descriptors alone are not 
discriminative enough. So, combining more features and 
reduced them into principal components is an effective 
approach. 

The k-means clustering in the case of this dataset reaches its 
limit because many contaminants share similar coordinates in 
space with original data. It makes any division very demanding 
and sophisticated.   

Table 2 – Confusion matrix (1. dataset) 

 
In Table 2 there is confusion matrix for one of the datasets. 

The original reads create a solid cluster in graph space, so all of 
them was clustered correctly. The clustering accuracy reached 
96 % but sensitivity was only 21 %. As it was stated, it is caused 
by similar features with original reads. For other datasets the 
results were similar, reaching in average 25 % of sensitivity and 
96 % of accuracy.  

IV. CONCLUSION 

The state-of-the-art in DNA processing field called 
bioinformatics is standard letter based string methods. The string 
methods are already developed for many tasks and produce 
quality results but they cannot provide further information about 
the sequence. The genomic signal processing can provide such 
information. By transforming DNA into the numerical signal, 
we can apply different methods which were available only to 
common signal processing and apply them to DNA signals. In 
the paper was presented the possibility of using GSP for 
disposing of contaminants in sequencing data, which was only 
recently seriously considered. 

The features were extracted from reads and were analyzed 
using Pearson correlation coefficient between the variables. The 
features dimensionality was reduced by principal component 
analysis and plotted in 3D space. Then the k-means clustering 
was applied in order to discriminate the contaminant DNA from 
original DNA. The average rate of discrimination was 25%, the 
rest of reads share similar features with original data. So, k-

 Predicted positive Predicted negative 

Actual positive 63 237 

Actual negative 0 5000 

 

Fig. 2. 3D graph of reads features, red - contaminants 

 

 

Fig. 3. k-means clusters. Red-contaminants clustered correctly, red 

circle clustered incorrectly. Crosses - centroids 

 

Fig. 4. 3D graph of reads features, side view 
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means clustering reaches its limit in this case. A further 
improvement would be possible by using supervised machine 
learning and other methods which are available for genomic 
signal processing domain.  
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Abstract—In the paper, we introduce a neural estimator of 
seats occupied by passengers in a vehicle. The estimator is built 
from the radial basis function (RBF) neural network. Occupied 
seats in a vehicle are estimated from transmissions between 
antennas operating at 60 GHz bandwidth. 

I.  INTRODUCTION  

In the paper, an artificial neural network (ANN) is applied 

to estimate occupied seats in a vehicle. The localization 

operates in the unlicensed frequency band from 55 GHz to 

65 GHz to separate measuring wireless links by high 

attenuation of atmosphere. 

Frequency responses of transmission among measuring 

antennas are influenced by the number and the position of 

passengers in a vehicle. ANN is trained such a way to identify 

requested parameters from measured transmissions. Such 

a neural estimator has not been published in the open literature 

yet.  

In Section II, radial basis function (RBF) neural networks 

are reviewed. Section III describes in-car measurements 

performed for collecting training data and testing ones. Section 

IV discusses processing of measured data, and Section V 

concludes the paper. 

II. ARTIFICIAL NEURAL NETWORKS 

An artificial neural network (ANN) can be defined as 

a network consisting from a large number of simple non-linear 

units (neurons) which are mutually connected. 

 

Fig. 1. RBF neural network. 

Figure 1 shows the general structure of a RBF network. 

Here, x1 to xn are inputs, w11 to wnm are weights between 

neurons, and f1 to fn are outputs. During training, weights are 

adaptively changed so that given input patterns are associated 

with respective output targets. 

III. DESCRIPTION OF MEASUREMENT  

In order to estimate occupied seats in a vehicle, 

transmissions among measuring antennas were processed in 

the band from 55 GHz to 65 GHz. For measurement, two 

configurations of transmit antennas (Tx) and receive ones (RX) 

were used (see Figure 2): 

- First, the transmit antenna was located in the back left 

corner of the car roof and receiving antenna was placed 

into the opposite front right corner. 

- Second, antennas were situated in the front center and the 

rear center of the roof. 

 

Fig. 2. Location of antennas. 

The transmit antenna and the receive antenna were built 

from an open end of the waveguide WR15. In Figure 3, the 

receive antenna is depicted, and in Figure 4, the transmit 

antenna is shown. 

Transmissions between red antennas and green ones 

(Figure 2) were measured for all the possible configurations of 

passengers in a car. Each configuration was measured five 

times to suppress of random variations. 

Outputs of described measurements were used to train an 

ANN. The trained ANN was exploited to estimate occupied 

seats from measurements in a different car occupied by 

different passengers sitting in slightly shifted positions (to 

demonstrate robustness of the trained neural estimator). 
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Fig. 3. Receive antenna. 

 

Fig. 4. Transmit antenna. 

IV.  PROCESSING MEASUREMENT VALUES 

 
Fig. 5. Measured frequency response of the transmission between the 

antennas (red). Polynomial aproximation of frequency response (blue). 

Figure 5 shows measured values of the transmission 

between the transmit antenna Tx1 and the received antenna 

Rx1 (red points). The measured values were approximated by 

a polynomial function to partially smooth data for training 

neural networks (blue line). 

As an input training pattern, we created a matrix of 

operational frequencies and corresponding transmission 

coefficients for all the measured configurations of passengers. 

As an output training pattern, we used a matrix of 

corresponding configurations of passengers (see Table 1). The 

number 1 indicates the occupied seat in the car and the number 

0 is related to an unoccupied seat. All the configurations of 

passengers were considered. The training process was stopped 

when reaching the relative training error lower than 10-6. 

For verification of the trained ANN, we created a new 

input matrix. Elements of the validation matrix were related to 

different frequencies than used for training. 

In order to demonstrate robustness, the trained ANN, 

transmissions between antennas were measured for different 

passengers sitting in a different car in different positions. 

Examples are given in Table 2. 

TABLE I.  SELLECTED TRAINING CONFIGURATIONS OF PASSENGERS 
(1 - OCCUPIED, 0 - EMPTY) 

Number 

configuration 

crew 

 Occupation passengers in the car 

driver 
passenger 

1 

passenger 

2 

passenger  

3 

passenger  

4 

1 1 1 1 1 1 

4 1 1 1 0 1 

9 1 1 0 0 1 

11 0 0 1 1 1 

13 1 1 0 1 0 

21 1 0 0 0 1 

28 1 0 0 0 0 

TABLE II.  SELECTED TESTING CONFIGURATIONS 
(D-DRIVER, DJ-DRIVER WITH JACKET, P1-PASSANGER 1, P1J- PASSANGER 1 WITH 

JACKET, P2J- PASSANGER 2 WITH JACKET, P2BJ- PASSANGER 2 WITH JACKET AND 

SIT ON THE POSITION BETWEEN PASSANGER 2 AND PASSANGER 3, P3J- PASSANGER 

3 WITH JACKET, P4J- PASSANGER 4 WITH JACKET) 

Number 

configuration 

crew 

Occupation passengers in the car 

driver 
passenger 

1 

passenger 

2 

passenger 

3 

passenger 

4 

1 DJ P1J P2J P3J P4J 

4 D P1J 0 P3J 0 

5 DJ P1J P2J 0 0 

6 D P1J P2J 0 P4J 

10 DJ 0 P2BJ 0 0 

16 D P1 P2J 0 P4J 

22 DJ P1 0 0 0 

Figures 6 and 8 show training configurations. Yellow 

circles indicate occupied position in a car. Figures 7 and 9, 

show testing configurations. Green circles indicate correct 

estimates of occupied positions, and the red circle corresponds 

with the wrong estimate of the occupied position. 
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Fig. 6. Training configuration no. 9 

(occupied positions – yellow) 

 

Fig. 7. Testing configuration no. 9. (Correct identification – green, wrong 

estimation – red) 

 

Fig. 8. Training configuration no. 11 

(occupied positions – yellow) 

 

Fig. 9. Testing configuration no. 11 (Correct identification – green, wrong 

estimation – red) 

Figure 10 shows the number of incorrect estimations for all 

measured configurations of passengers (the number of 

configuration of passengers follows the axis x). 

 

Fig. 10. The number of wrong estimations versus measured configurations. 

 

Figure 11 shows the number of incorrect estimations for all 

measured non-standard configurations of passengers (is the 

number of configuration follows the axis x). 

 

Fig. 11. The number of wrong estimations versus measured independent 

configurations 

V. CONCLUSION 

In the paper, we introduce a neural estimator of passengers 

in a vehicle. 

The estimator uses radial basis function ANN. For the 

ANN, we created an input training pattern and an output 

testing pattern. From measured frequency responses of 

transmission between the transmit antenna and the receive 

antenna, the neural estimator identifies the corresponding 

configuration of passengers in a car. 

Next, we measured non-standard configurations of 

passengers for verification Results clearly show that a real 

configuration of passengers is in a good agreement with the 

results provided by ANN.  
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Abstract—This paper deals with the theoretical aspects of the 

measurement of shielding effectiveness. An alternative method of 

these measurements is described in this contribution. The 

theoretical design and parameters of measurement the 

speciments are discussed in other parts of the paper. Carbon 

fibers are electrically conductive and can be added to cement to 

enhance the shielding effectiveness. The paper describes possible 

methods for measuring shielding effectiveness of anisotropic 

materials with carbon fiber. 

Keywords—Carbon composite; Shielding effectivenes; 

Measuring; Aviation industry; Coaxial flange. 

I.  INTRODUCTION  

The use of various materials, such as magnesium, plastic, 
fabric or wood in the field of aircraft construction tends to 
disappear. Reduction of these materials started in the mid-
1950s. Even aluminum is notably being diminished in use these 
days. Its use has decreased from 80 percent of airframes 
produced in 1950 to only around 15 percent aluminum and 
aluminum alloys used for airframe construction. The materials 
mentioned above are replaced with nonmetallic aircraft 
materials, especially with reinforced plastics and advanced 
composites [1]. 

In order to enhance aircraft design, the aircraft industry 
began to produce synthetic fibers during the 1940s. From that 
time on, composite materials have been used much more 
frequently. When speaking about composites, the majority of 
people recall fiberglass and eventually also graphite or aramids 
(Kevlar). Even though the use of composites began in aviation 
and aircraft industry for the first time, many other industries 
have included composites into their production, such as auto 
racing, sport equipment, boating as well as defense industry. 

One of the definitions says that a “composite” material 
represents a mixture of different materials or things. The 
meaning of this definition is too general – it may refer to metal 
alloys which are made from various metals to enhance diverse 
characteristics, such as strength, ductility, conductivity or other 
desired properties. Similarly, the composition of composite 
materials can be seen as a combination of reinforcement 
components, e.g. a fiber, whisker, or particle. These 
components form a structure, as they are surrounded and held 
in place by a resin. When put apart, reinforcement and resin are 

totally different than when combined. Although these two 
materials are in their combined state, they can be still identified 
and each component mechanically separated. One composite, 
concrete, is composed of cement (resin) and gravel or 
reinforcement rods for the reinforcement to create the concrete. 

Compared to other traditional materials used aircraft 
industry, composites are superior not only because of their 
increased strength but also because of their ability to 
accommodate the performance needs. Since the use of 
composites is increasing, the costs, design, inspection ease as 
well as information about strength to weight properties 
definitely help composites become the material of choice for 
aircraft construction [2]. 

This article is focused on determination of selected electric 
parameters of composite materials used in aircraft industry. 
Verification of gained results will be implemented with the aid 
of numeric models. Functions as well as required parameters of 
this template are verified with simulations. The obtained results 
are discussed below. 

II. THE SPECIMENT HOLDER 

This test method provides a procedure for measuring the 
electromagnetic (EM) shielding effectiveness (SE) of a planar 
material for a plane, far-field EM wave. From the measured 
data, near-field SE values may be calculated for magnetic (H) 
sources for electrically thin specimens [3], [4]. Electric (E) 
field SE values may also be calculated from this same far-field 
data, but their validity and applicability have not been 
established. 

The measurement method is valid over a frequency range 
of 30 MHz to 1.5 GHz. These limits are not exact, but are 
based on decreasing displacement current as a result of 
decreased capacitive coupling at lower frequencies and on 
overmoding (excitation of modes other than the transverse 
electromagnetic mode (TEM)) at higher frequencies for the 
size of specimen holder described in this test method. Any 
number of discrete frequencies may be selected within this 
range. For electrically thin, isotropic materials with frequency 
independent electrical properties of conductivity, permittivity, 
and permeability, measurements may be needed at only a few 
frequencies as the far-field SE values will be independent of 
frequency. If the material is not electrically thin or if any of the 
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parameters vary with frequency, measurements should be made 
at many frequencies within the band of interest. 

A. Apparatus 

A basic equipment setup is shown in Fig. 1. Physical 
dimensions of a specimen holder are given in D4935 – 10 [5]. 
Fig. 2 shows a half of template spread into particular structural 
elements. The specimen holder is an enlarged, coaxial 
transmission line [6] with special taper sections and notched 
matching grooves to maintain a characteristic impedance of 50 
Ω throughout the entire length of the holder. This impedance is 
checked and any variations greater than ±0.5 Ω are corrected.  

 

Fig. 1 General test setup. 

There are three important aspects to this design. First, a pair of 
flanges in the middle of the structure holds the specimen. This 
allows capacitive coupling of energy into insulating materials 
through displacement current. Second, a reference specimen of 
the same thickness and electrical properties as the load 
specimen causes the same discontinuity in the transmission line 
as is caused by the load specimen. Third, nonconductive 
(nylon) screws are used to connect the two sections of the 
holder together during tests. This prevents conduction currents 
from dominating the desired displacement currents necessary 
for the correct operation of this specimen holder 

 

Fig. 2 Displayed half of measuring apparatus is structured as 

follows: grey parts are from brass, blue parts represent 

plexiglass. 

B. Test Specimens 

The reference and load specimens shall be of the same material 
and thickness. Both are shown in Fig. 3. Dimensions are shown 
in [5] – annulus of referential sample proved to have diameter 
33 and 76.2 mm. The load specimen can be larger than the 
outer diameter of the flange on the holder but keeping them to 
the recommended dimensions will expedite handling.  

Specimen thickness is a critical dimension. For the best 
repeatability of SE measurements, reference specimen and load 

specimen shall be identical in thickness. For this test method, 
two specimens are considered to have identical thickness if the 
difference in the average thicknesses is less than 25 μm and the 
thickness variation within and between specimens is less than 
5 % of the average. 

Materials of the specimens may be either homogeneous or 
inhomogeneous, single or multiple layered, and conducting or 
insulating. Measured SE values of inhomogeneous materials 
are dependent on geometry and orientation, and results are less 
repeatable than for homogeneous materials. 

 

Fig. 3 Tested specimens in holder – reference and load. 

III. VERIFICATION OF THE HOLDER 

An initial check of the specimen holder should be performed 
with a time-domain reflectometer or other suitable instrument 
to ensure that a characteristic impedance of 50 ± 0.5 Ω has 
been achieved during construction and that this impedance has 
not been degraded during shipment or handling. A time-
domain system can give location of a mismatch in addition to 
its magnitude. Each time the ancillary equipment is connected 
to the specimen holder, good practice requires measurement of 
a reference specimen to ensure the measurement system is in 
proper working order.  

The dynamic range (DR) of the system can be checked by 
comparing the maximum signal level obtained with a reference 
specimen to the minimum signal level obtained when using a 
metallic load specimen. The lower limit of the measurement 
system sensitivity is a function of the sensitivity and bandwidth 
of the receiver. Narrowing the bandwidth of the receiver lowers 
the detectable level but increases the measurement time. 
Leakage caused by connectors or cables may reduce the DR of 
the system by providing a parallel signal path that does not pass 
through the specimen. If a step attenuator placed in series with 
the specimen holder causes a change in the minimum signal 
detected that corresponds to a change in attenuator setting, and 
if the step attenuator itself does not cause a leakage path, 
leakage is negligible and the DR measured above is correct. If 
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the levels do not correspond, the attenuation should be 
increased until a one-to-one correspondence is achieved to 
determine the DR. Since leakage from a coaxial connector is 
determined not only by the quality of the connector, but also by 
the amount of torque used in tightening the connector, 
connections should be rechecked. 

Fig. 4 shows transmitting parameters of template without 
specimen. It is visible that pass-through signal occurring in 
required frequency domain is not notably decreasing and 
resonances are located out of measured area. 

The norm also highlights the following fact: If a standard 
reference specimen such as gold film deposited on mylar is 
available, measurement of its SE value can provide assurance 
that the entire system is working properly. A specimen with the 
surface resistivity of 5 Ω commonly possess SE = –32 ±3 dB 
[5]. This was also proved by gained results, which is illustrated 
in Fig. 5. Any other known specimen may be used to check 
setup-to-setup repeatability. 

 

Fig. 4 Transmitting parameters of template without specimen. 

SE is usually expressed in decibels (dB) by the following 
equation: 

        
  

  
    ,            (1) 

where P1 is received power with the material present, and 
P2 is received power without the material present. 

If the receiver readout is in units of voltage, use the 
following equation: 

        
  

  
    ,           (2) 

where V1 and V2 are respective voltage levels with and 
without a material present. 

According to these equations, SE will have a negative value 
if less power is received with the material present than when it 
is absent 

IV. UNCERTAINTY ESTIMATION OF SE MEASURED VALUES 

This part gives an estimate of uncertainty in the measured 
values of SE. The sources of error we considered are operator 
errors, specimen-caused errors, and measurement system 
errors. 

 

Fig. 5 A specimen with the surface resistivity of 5 Ω. 

Operator errors may be caused by either carelessness or 
lack of experience and training. No limits can be placed on 
such errors, but the deviation from any norm may be large 
enough that an experienced observer will be able to determine 
that the results are indeed erroneous. 

Specimen-caused errors are affected by irregularities in 
specimens, either in preparation or in inherent structure. 
Isotropic, homogeneous specimens with smooth surfaces will 
give the most repeatable results. If the reference specimen and 
load specimen have different thickness, a bias error will be 
introduced. If both specimens have the same thickness, but the 
thickness is irregular over each specimen, random errors will 
be introduced. Inhomogeneities or anisotropicities in 
specimens cause various effects depending on size, 
distribution, and geometric arrangement. Experience with 
measurements on many types of specimens indicates that 
repeatability of measured data may be expected except if the 
surface is rough. A round robin of measurements made on 
different types of specimens bears this out. 

Source Systematic   Random 

Mismatch ±0.5 dB   ±0.5 dB 
Power instability in signal generator ±0.4 dB   ±0.4 dB 
Receiver calibration ±3.3 dB   ±0.1 dB 

Total ±1.2 dB   ±1.0 dB 

Tab.1 Summary of estimated uncertainties [5]. 

Measurement-system errors are caused by impedance 
mismatches, generator instabilities, leakage paths, limited 
dynamic range, limited frequency range, and receiver errors. 
To the extent that an experienced, well-trained operator can 
make measurements over the appropriate frequency range, 
within the dynamic range of the system, avoid leakage paths 
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within the measurement system’s dynamic range, use suitable 
attenuators to avoid mismatches, monitor, and adjust input 
power to keep it constant, then measurement system errors may 
be reduced to a very modest part of the total error. 

In Table 1, a summary of estimated errors under favorable 
conditions by a skilled operator is given. The systematic error 
in the receiver is probably irrelevant since the SE values are 
based on difference measurements. The random error that 
relates to drift over a few-minute time period is very relevant. 
If no attenuators were used, the mismatch error on the 
generator side would be excessive since in one case, with the 
reference specimen installed in the holder, the impedance seen 
by the signal generator is determined almost entirely by the 
receiver, and in the other case, with the load specimen 
installed, the impedance seen by the signal generator is almost 
a short circuit for conductive specimens. The actual change in 
impedance is greatly reduced by the attenuator between the 
signal generator and the specimen holder. The actual change of 
impedance level seen by the signal generator may also load the 
signal generator and cause the output power to vary from one 
condition to the other. These changes can be monitored by use 
of a bidirectional coupler, and corrections can be made to 
compensate for them. This couplers not shown as part of the 
setup shown in Fig. 1, so the error given for generator 
instability is based on no compensation. The size of the 
corrections measured with a coupler was the basis to determine 
the magnitude of this effect if no compensation is used. 

Results from a round robin of measurements performed by 
five different individuals at five different organizations on five 
sets of specimens of three different materials indicate what 
level of agreement may be expected. These results reflect 
variations as a result of all causes. Results from all five sets are 
not included since a few data points are obvious outliers, 
probably caused by operator error. One material, stainless steel 
deposited on an ABS base, had a very smooth surface. The 
standard deviation for this specimen based on measurements by 
five individuals on five specimens was 0.9dB. A second 
material, carbon coated on one side of an ABS base, was not 
quite as smooth, and the standard deviation for this specimen 
based on measurements by five individuals on five specimens 
was 2.0 dB. The third material, nickel coated on an ABS base, 
showed substantial surface roughness. The standard deviation 
for this specimen based on measurements by five individuals 
on five specimens was 6.0 dB. For all three materials, the same 
specimen holder and numbered specimens were used. Each of 
the five individuals used different ancillary equipment. 

 

The systematic uncertainty, or bias error, is ±1.2 dB. The 
random error, based on a standard deviation of 2.5 dB from the 
round robin results on reasonably smooth specimens, is within 
±5 dB. 

V. CONCLUSIONS 

 The aim of this article was to verify the function and 
design of measuring device with the aid of numeric methods.  

The calculations show that required frequency extent was 
from 30MHz to 1.5 GHz. The simulation also included a 
sample with surface drag 5 Ohm. SE with value –32 ±3 dB was 
set according to norm recommendations. 

The template is currently being produced. Physical 
prototype will serve for measurement of composite material 
parameters. The obtained data will be used for creation of 
numeric models. These models will be employed while 
simulating the effects of lightning affecting composite aircraft 
or the effects of HIRF.  
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Abstract— Nowadays, we cannot imagine life without a 

mobile phone. It does not matter what we do, we just want to 

have it and use it. However, modern battery-powered devices 

have low battery life, whether it is a smartphone or outdoor 

navigation. In spite of the large network coverage of power 

supply, there are still places where we cannot connect a device to 

the power supply. One example can be a long bike ride. The 

propose of a suitable method of charging mobile devices while 

riding a bicycle is the aim of this work. 

Keywords— Dynamo;  Battery Charger;  LiFePO4  

I.  INTRODUCTION 

Today's mobile devices, such as mobile phones, 
smartphones, GPS navigation and various other multimedia 
devices, have very low stamina. Unfortunately, there is no 
significant increase in the capacity of used batteries in portable 
devices. This is a major drawback if people want to travel 
somewhere where it is not possible to charge the device. The 
simplest solution is to make an extension power supply with an 
external battery and a voltage stabilizer. With such a device, 
the time of power on navigation can be extended 
approximately twice. This is still inadequate in some situations, 
for example, if we take a day trip or a longer sightseeing tour 
on bicycles. Therefore, it is necessary to choose another 
solution. The aim of this paper is to suggest a suitable way of 
charging mobile devices by using a bicycle. A Mobile phone 
that is used on a bicycle has large power consumption. This is 
because a mobile must have turn on the backlight of the display 
all the time. It is also necessary to continuously receive the 
GPS signal and have a connection to the internet because it is 
necessary to route the way. 

Photovoltaic panels could solve the problem with lack of 
energy. Nevertheless, the panel must have a large size to be 
able to efficiently charge our equipment, and this source is 
unreliable in our climatic conditions. Therefore, dynamo-wheel 
charging seems to be optimal solution, which also charges an 
additional battery, so that the device can be powered even 
when the wheel does not move. 

In the first part, there are discussed various options for 
charging the battery on a bicycle and described requirements 
for this device. The second part describes in detail used blocks 
that were used in the engagement and the reasons of their 
choice. In the last section, there are described the final 
parameters of the charger. 

II. REQUIREMENTS FOR DEVICE FUNCTIONALITY 

It was crucial for propose of the device to meet the 

following requirements. 

A. Automatically switch on charging at defined speed  

It is desirable that the device turns on charging according 

to a certain speed. Ideally automatically after exceeding the set 

speed. This is useful while driving uphill, when is not suitable, 

that the dynamo brakes the wheel. 

B. Possibility to supply from other energy sources  

It was required for equipment that device can be charged 

by using the bicycle or using other energy sources. For 

example, a car outlet, AC (Alternating Current) and DC 

(Direct Current) wall charger. To ease of use, the polarity of 

the source cannot be conditioned. 

C. Protection against destructions 

From the measured parameters of the dynamo, it was seen 
if it is unloaded, then voltage linearly increases with increasing 
driving speed. Therefore, it was necessary to develop an OVP 
(Over-Voltage Protection) to prevent damage the circuit under 
unusual use. Dynamo parameters are described in detail in 
Chapter 4 A. 

III. VARIANTS OF SYSTEM SOLUTIONS 

We have several solutions of powering a mobile phone where 

we need unlimited energy. 

A. Photovoltaic panels  

If we wanted to use a photovoltaic panel, that would supply 
the phone by 5 W, it would have dimensions at least 500 cm

2
. 

This is impossible to use on a bicycle. Moreover, the panel's 
nominal power would only be available at maximum sunshine. 

B. Bottle and hub dynamo 

In earlier times, a bottle dynamo was used to power light 

on a bicycle. That dynamo is mechanically rotated due to tire 

contact. This solution has a disadvantage, there is a high 

friction, which slows down the bicycle. Such dynamos also do 

not have high performance. For our purposes, it is better to use 

a dynamo that is integrated into the front wheel hub. See 

Figure 1. Such a dynamo has less friction and better power. 
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Figure 1 a) Types of dynamo  b) Detail of hub dynamo 

The hub dynamo parameters are described in detail in 

Chapter 2 A. The electronics circuits must be connected to the 

dynamo. In our case there are two main options: 

1) Easy solution  

Device with internal battery charger and 5V stabilizer. The 

easiest for engagement, size and price. From the measured 

characteristics of the dynamo, it is obvious that the dynamo 

with a full load does not exceed the voltage of 10 V. This is 

ideal for us. However, it would be necessary to constantly 

charge the cell phone with a high current (for example, when 

the battery in the phone is discharged). If the battery in the 

phone is charged as well as the internal battery, the voltage 

will increase linearly with the speed of the wheel. This would 

destroy the charging circuit. The simplified block diagram can 

be seen in Figure 2.  

 
Figure 2 Block diagram of basic bicycle charger for phone. 

2) More complex solution  

This device contains: dynamo, overvoltage protection, 

input high voltage reducing converter, internal battery charger, 

a stabilizer to 5V. This is the best possible solution that is 

resistant to high speeds and to the failure to connect your 

mobile phone to the charger. If the batteries are already 

charged, the current taken from the dynamo is dropped and the 

dynamo is free from the load. Another advantage is the choice 

of the speed at which the charging is switched on. The 

disadvantage is that the entire input block must be designed 

for high voltage. In this project, a 100-volt threshold was 

selected, which corresponds to a speed of 80 km/h. An input 

rectifier, a filter capacitor and an input reducing circuit must 

be dimensioned to this voltage. In addition, an LED is 

provided to indicate that the 70 V has been exceeded for 

increased protection. Transil will interfere if the voltage 

continues in the rise to 85 V. Transil is also included in the 

circuit to eliminate voltage peaks. The simplified block 

diagram can be seen in Figure 3. 

 
Figure 3 Block diagram of advanced bicycle charger for phone. 

 

IV. SOLUTION OF INDIVIDUAL PARTS 

A. Power source 

A hub dynamo is a small electrical generator built into the 

hub of a bicycle wheel. Let's note that the hub dynamo is not 

actually a dynamo, which creates DC, but a generator that 

creates AC. Proper labeling should be the alternator. Hub 

dynamo in the front wheel was selected due to good power 

efficiency. Specifically the Shimano DH-3N30. Consequently, 

it was necessary to measure the voltage characteristics. Under 

the load and without the load. This is in Figure 4 and Figure 5. 
The equation (1) was calculated from the chart in Figure 5. 

By this equation can be determined, what the voltage will be at 
given speed, without load. 

                    (1) 

Where y represents the voltage and x represent the velocity. 

 

Figure 4 Voltage from dynamo under load. 

 

Figure 5 Voltage from dynamo without load. 

The oscilloscope, which is connected to the computer, was 

used to measure the dynamo. Screenshot of an oscilloscope 

with the voltage at a speed of 10 km/h, without load, is shown 

in Figure 6. 

 
Figure 6 Output voltage at speed 10 km/h without load. 
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B. Input block 

Electronic circuits that suitably adjust the voltage for the 

battery charger must be connected after dynamo. 

1) Rectifier 

Hub dynamo produces AC voltage, it is necessary to 

rectify this voltage. When choosing a rectifier, it is ideal to use 

two-way rectification by using a Graetz bridge. The most 

important parameter of the rectifier, in our case, is the voltage 

drop in the forward direction [2]. The basic problem occurs in 

slow speed. The low voltage from the generator is reduced by 

about 1.2 volts, due to the voltage drop on the rectifier. The 

decrease of voltage would represent approximately 20 % of 

the voltage loss. At higher speeds, the loss would not be so 

high.  It was also necessary for the rectifier to handle a voltage 

of at least 100 V and a current of about 1 A. 

 

Because of required low voltage drop it was necessary to 

select a rectifier that can manage much more current than we 

need. Rectifiers to larger current are characterized by a lower 

voltage drop at the same current load as the rectifiers to a 

smaller current. The most suitable rectifier is RS603, its 

voltage drop is 0.6 V. 

 

2) Over voltage protection 

To protect sensitive electronic components, an overvoltage 

protection has to be connected to the input. Most suitable 

protection is provided by the transil, which is mainly designed 

for large impulse currents. In the case of a high overload, it is 

not interrupted like the fuse, but is shorted. Thus protecting 

connected circuits from overvoltage. Transil with a peak 

power of 1.5 kW can absorb 6.5 watts in permanent mode, this 

value is sufficient to permanently protect the electronics from 

destruction. The transil is activated after exceeding the 85-volt 

limit. This is an enough reserve for the input converter, that 

has a maximum input voltage 100 V. 

3) Voltage converter 

A circuit that can operate at a voltage of 100 V has been 

selected as an input reducing converter. It would be ideal for 

the circuit that can operate from 6V with an adjustable low 

input voltage limit. Only National Semiconductor LM5116 

meets required parameters. The LM5116 can work from 6 V 

to 100 V at the output voltage of 5.5 V, which is required as 

the supply voltage for the battery charger. A minimum switch 

on voltage can be changed by using the reference. Thanks to 

this, the circuit is disconnected at speeds up to 8 km/h and the 

charger does not burden the cyclist. 

 

The theoretical efficiency of the converter is 93 %, if the 

circuit is loaded and the dynamo has a voltage about 10 V. 

With increasing voltage, the efficiency drops dramatically. 

With a 53 V input voltage, the theoretical efficiency is only 

43 %. The real efficiency of the convertor is 80 % for the 

standard voltage usage. The main advantages of the circuit are 

robust 3.5 A peak output, programmable current protection, 

undervoltage shutdown and shutdown when overheating. 

C. Battery + Battery charger 

Nowadays most of batteries are used from 2 large families, 
namely NICD, NIMH and in the second group are Li-Ion, Li-
Pol, LiFePO4. The NICD and NIMH batteries are used as a 
source of energy in several types of AA batteries, such as 
AAA, AA, D. Their main disadvantage is memory effect, low 
capacity and low cell voltage. Lithium-based batteries are used 
as built-in rechargeable batteries in mobile devices such as 
mobile phones, tablets, laptops. Due to the largest capacity per 
liter and almost unlimited number of cycles, a Lithium 
phosphate battery, which is referred to as LiFePO4, has been 
selected. These batteries are used by GM in their electric cars. 
The number of charging cycles is plotted in Figure 7. At room 
temperature and charging and discharging current 2 A, the 
battery capacity is still 95 % over 1000 cycles. The ANR26650 
battery that has a capacity of 2600 mAh and an operating 
temperature range of -30 °C to 55 °C has been selected [3]. 

 

Figure 7 Cycle life performance [4]. 

 The MCP73123 from Microchip was chosen as an 
integrated circuit for charging the internal battery. The 
maximum input voltage is 18 V and output current up to 1.1 A. 
Efficiency of the charging circuit is greater than 90 %. 

D. Control panel 

The device has a control panel that is attached to the 
handlebars. There is the option of manually switch off the 
charging, indicating a 60 km/h overrun and measuring the 
remaining capacity of the internal battery. A voltage 
comparator was used to measure capacity. Three LEDs realize 
the remaining energy status. These represent 80, 50 and 20 % 
of the remaining capacity. 

E. Output block 

LM3478 was chosen as the output boost converter circuit. 

It transforms the voltage of 3 V - 3.6 V from the battery to 5 

V. This voltage is needed as the power supply for USB. The 

circuit is set to operate from 3V, which is a voltage when the 

battery is almost discharged. This ensures that the internal 

battery is never fully discharged and it will be turn off 

automatically. The maximum output current is 1.5 A. This 

current is enough to quickly charge mobile phone or even 

smaller tablets. The efficiency of the converter does not 

change throughout the range of current and voltage and ranges 

from 85 to 89 %. 
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Figure 8 Block diagram of the bicycle charger for mobile phone including the voltage levels. 

 

V. CONCLUSION 

The aim of the work was to propose and produce a mobile 
phone charger by using a bicycle. The device automatically 
switches on when the bike goes faster than 8 km/h.  So, it does 
not slow down the wheel when the cyclist goes uphill. The 
main power source is the hub dynamo in the wheel. The device 
can be also powered by AC and DC charger, regardless of 
polarity. The device has the OVP at the input. It does not 
destroy itself if cyclist drives faster than 80 km/h and the 
battery is not charging. The theoretical efficiency of the entire 
charger at maximum load is 73 %, with increasing input 
voltage the efficiency decreases. The maximum output current 
is 1.5 A. Measured efficiency at input voltage 10 V and output 
current 1 A is 60 %. 
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Abstract—Monitoring of heart rate using smartphone is very 

popular nowadays. There exist some applications for smartphone 

with usually unknown accuracy. But there is no certified 

application for this purpose. The article introduces new method 

for heart rate monitoring which uses smartphone´s built-in 

camera and LED light. The algorithm is based on extraction of 

photoplethysmogram and use of stationary wavelet transform. 

52 various wavelets were tested in terms of their suitability for 

heart rate monitoring. The accuracy is compared with heart rate 

estimated from electrocardiogram. In the range of 55-111 bpm, 

the heart rate can be estimated with mean error of 0.4093 bpm and 

maximum error of 0.8458 bpm. The recommended settings of the 

algorithm is to use green photoplethysmogram (green color 

channel of the video), provide stationary wavelet transform with 

6-level decomposition, rbio2.4 wavelet, and calculate heart rate 

using PPG peaks’ distance. Data of lower and higher heart rate 

were tested as well. 

Keywords—heart rate, pulse rate, HR, wavelet transform, WT, 

smartphone, camera, Faros, ECG, photoplethysmogram, PPG 

I.  INTRODUCTION 

It is estimated that in 2017 there are 2.32 billions users of 
smartphone worldwide [1] and this number grows every day. For 
this reason, the smartphone is a device with big potential in 
many areas from telecommunication to healthcare. The other 
reason for it´s wide use is the fact that people usually have the 
smartphone with them 24/7. 

In healthcare area, the smartphone can monitor many health 
parameters from heart rate (HR) through oxygen saturation to 
blood pressure [2] without any additional device. HR can be 
estimated using three different built-in sensors: camera [3], [4], 
accelerometer [5], [6], and microphone [7], [8]. HR can be 
measured in a contact (usually from finger) [3] and non-contact 
(usually from face) [4] way. 

There also exist mobile applications for heart rate monitoring 
using smartphone, which are accessible to the general public. 
Unfortunately, none of these applications is certified and 
majority of them does not offer any information about accuracy 
or used method. It depends on the users, whether or how much 
they believe the measured values. For nonexperts, moreover 
without any reference, it is very difficult decision and it can lead 
to misinterpretation. There also exist articles and conference 
papers, which usually describe the method in detail but do not 
offer the application for smartphone. 

Physiological range of rest heart rate is between 60 beats per 
minute (bpm) and 100 bpm [9]. For well-trained people, HR can 
fall down to 35 bpm. During and after physical activity, HR is 
normally increasing above 100 bpm. At least 89% of people 
between age of 12 to 80 and over have resting HR between 
56 bpm and 108 bpm [10]. 

II. DATA  AND METHODS 

A. Data 

For the testing purposes, we sensed the videos using the 
camera of the smartphone Honor 7 Lite. The camera was 
focused at infinity, the white balance was set to the tungsten 
mode and video resolution was set to 1280×720 px. The frame 
rate (FR) was set automatically on approximately 29.5 Hz (it 
fluctuates a little bit video to video). Measured subject lightly 
placed their finger on the rear camera to cover both the camera 
and the built-in LED. The LED was set on. The signal length is 
about 20 s. Altogether 10 signals with physiological HR were 
sensed. Also 4 signals with higher or lower HR were recorded. 

As the golden standard for HR estimation is 
electrocardiogram (ECG), the reference ECG (Fig. 1 d)) was 
recorded simultaneously with videos. For this purpose, the 
mobile device for ECG monitoring eMotion Faros 180° was 
used. The sampling frequency was set to 250 Hz. In the ECG 

 
Fig. 1.  PPG signals from red, green and blue video channels, and ECG signals 

with detected R waves (red circles) as a reference for HR. 
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signal the R waves (Fig. 1 d)) were detected using the QRS 
detector [11]. For HR estimation, also certified pulse oxymeters 
can be used. The accuracy of pulse oxymeter Nonin Onyx II 
9560 is ±3 bpm. 

B. Preprocessing – photoplethysmogram 

The recorded video was divided into frames and each frame 
was divided in three RGB (red, green, blue) components. For 
each frame and each RGB component the mean value of the 
image was calculated. This way, we created three (red, green, 
blue) photoplethysmograms (PPG). Red, green and blue PPGs 
are shown in Fig. 1 a), b), c), respectively.  

C. Wavelet Transform 

For the HR estimation, the stationary wavelet transform 
(SWT) was used. The decomposition level was empirically set 
to 6. Altogether 52 wavelets from various wavelet families were 
tested in terms of their suitability for HR estimation. We tested 
Haar wavelet, Daubechies (db) wavelets, biorthogonal (bior) 
and reverse biorthogonal (rbio), coiflets (coif), symlets (sym), 
and Mayer wavelet (dmey). 

D. Heart rate estimation 

After the SWT decomposition, we further used the 
coefficients of the 4th highest frequency band (Fig. 4, blue) – in 
case of physiological HR. From the 4th band, HR in range of 
about 55 bpm to 111 bpm can be estimated. In this band, peaks 
were found and then HR was calculated in two ways. The first 
one (HR1, equation (1)) counts the peaks in the time window and 
the second one (HR2, equation (2)) calculates the distance 
between adjacent peaks. 

𝐻𝑅1(𝑏𝑝𝑚) =  
𝑁𝑃∗𝐹𝑅

𝑁
∗ 60,    (1) 

  𝐻𝑅2(𝑏𝑝𝑚) =  
𝐹𝑅

𝑃𝑃̅̅ ̅̅
∗ 60,   (2) 

where NP is the number of peaks, N is the number of samples of 
the 4th frequency band, FR is the frame rate, and 𝑃𝑃̅̅ ̅̅  is the 
average distance of adjacent peaks. 

 In case of HR > 111 or HR < 55, different frequency band 

should be used to reach as high accuracy as possible. For higher 
HRs, the 3rd highest frequency band should be used, where HR 
between 111 bpm and 221 bpm can be estimated. For lower 
HRs, the 5th frequency band should be used and HR from 
28 bpm to 55 bpm can be estimated in this band. 

III. RESULTS 

A. Physiological HR (55-111 bpm) 

HR estimated using particular wavelets was compared to the 
reference and then the percentage quality was calculated. This 
was performed for all RGB channels, both methods of HR 
estimation and all 10 signals altogether. The dependence of 
quality on the used wavelet is shown in Fig. 2. Two levels of 
tolerance were used for calculation of quality – 0 bpm (zero 
tolerance, blue color) and 1 bpm (green color). The highest 
quality was reached using the rbio2.4 wavelet for both levels of 
tolerance. The other suitable wavelets are from the reverse 
orthogonal wavelet family rbio2.2, rbio2.6, rbio2.8, rbio4.4, 
rbio6.8, and from the symlet wavelet family sym6 and sym8. 

Then the methods and RGB channels were tested separately, 
which is pictured in Fig. 3 a) (tolerance 0 bpm) and b) (tolerance 
1 bpm). Those 6 combinations (two methods and three colors) 
are placed on y-axis. The quality is expressed by colormap – the 
black color means zero quality and the brighter the color is, the 
better the quality is up to white color, which expresses the 
quality of 100%. From Fig. 3 a) it is obvious that the best wavelet 
rbio2.2 enables to reach up to 70% successfulness (with zero 
tolerance) of HR estimation (for 10 subjects). Fig. 3 b) shows 
that if the tolerance is set to 1 bpm, the quality reaches 100% for 
some wavelets. The most suitable wavelets seem to be rbio2.2, 
rbio2.4, rbio4.4, and rbio6.8, for which the quality is 100% for 
the second method of HR estimation and R and G channels. In 
case of B channel, the quality is never 100%.  

TABLE I.   RESULTS OF TESTING 2 METHODS OF HR ESTIMATION AND 3 (RGB) 
PPGS - MEAN DIFFERENCE BETWEEN RESULTING HR AND REFERENCE IN BPM. 

HR1 - R HR2 - R HR1 - G HR2 - G HR1 - B HR2 - B 

1.0877 0.6960 0.8103 0.4912 6.7478 6.8755 

 

Fig. 2.  Comparison of various wavelets in terms of HR estimation (percentage quality). 
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The brightest horizontal bands in Fig. 3 mean that these 
methods – HR-R2 and HR-G2 are more suitable for HR 
estimation than the other ones. This fact is moreover supported 
by the Table I (in the test, only the best wavelets, which are 
mentioned below, were used). 

TABLE II.   RESULTS OF TESTING 8 BEST WAVELETS – MEAN DIFFERENCE 

BETWEEN RESULTING HR AND REFERENCE IN BPM. 

rbio2.2 rbio2.4 rbio2.6 rbio2.8 rbio4.4 rbio6.8 sym6 sym8 

0.4377 0.4093 0.4203 0.4314 0.4908 0.5779 0.5727 0.5898 

 

TABLE III.   RESULTS OF TESTING THE BEST SETTINGS ON 10 SIGNALS. 

wavelet mean median max min 

rbio2.4 0.4093 0.3667 0.8458 0.0491 

 

Further testing focused only on the best wavelets chosen 
previously: rbio2.2, rbio2.4, rbio2.6, rbio2.8, rbio4.4, rbio6.8, 

sym6, and sym8, and the second method of HR estimation from 
green channel. According to the Table II as well as Fig. 2 and 
Fig. 3 b), the most suitable wavelet is rbio2.4. For the best 
wavelet rbio2.4 mean, median, maximum and minimum 
differences were calculated as is shown in Table III. 

B. Higher or lower HR (28-55 bpm and 111-221 bpm) 

In case of higher HR, the algorithm is very similar to the one 
mention above (for physiological HR) except for use of 3rd 
(Fig. 4, red) frequency band of SWT instead of the 4th band. 
This variant was tested on 3 signals with mean error of 
0.5155 bpm and maximum error of 0.8162 bpm. These results 
are comparable with the variant for physiological HR. 

If HR is lower than 55 bpm, for HR estimation the 5th 
frequency band would be used, theoretically. It is quite difficult 
to find person with lower HR, therefore we tested the assumption 
on one signal with reference HR of 53 bpm, which is very close 
to the bound (55 bpm). The SWT decomposition is shown in 
Fig. 4 (black). In this picture we can see that the HR information 
manifests in the 4th and 5th frequency bands. But it is not clear 

 

 
 

Fig. 3.  The results (percentage successfulness of HR estimation) of testing two methods of HR estimation, three (RGB) channels, and 52 wavelets. 

 

 

 

 

0

50

10
20
30
40

60
70

a) 

b) 

 

Fig. 4.  Green PPG and SWT frequency bands for physiological HR (blue), lower HR (black), and higher HR (red). Frequency bands from which the HR is 
estimated is highlighted by green color. 
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whether to use the 4th or the 5th band for HR estimation. In both 
the 4th and the 5th frequency bands, the HR was calculated and 
the results are 58.4159 bpm and 43.3811 bpm, respectively. 

C. Comparison with other methods 

In this part, we compare our algorithm (for physiological 
range of HR) with other methods. The best method of HR 
estimation from [12] is based on green PPG filtration and 
detection of peaks. For HR estimation, equation (2) is used. This 
method reaches mean rounded error of 0 bpm and maximum 
rounded error of 2 bpm. If we round our results of HR, the mean 
error is 0 bpm and maximum error is 1 bpm. Microphone-based 
HR monitoring has mean error of 0.92 bpm [8]. The method of 
HR estimation using accelerometer has mean error of 0.17 bpm 
[6]. Both these methods used as a reference pulse oxymeter, 
which can be less accurate than HR estimation from ECG. The 
accuracy of method which estimates HR from camera [3] is 
98.02%. The accuracy of our method calculated according to the 
equation published in [3] is 99.4253%. Our method´s accuracy 
also exceeds the accuracy of methods of HR estimation from 
user face, which are 98.92% and 98.53% [4]. 

IV. DISCUSSION 

The previous facts result in requirement to decide from 
which frequency band the HR will be estimated. For this purpose 
and to automatize the whole process of HR estimation we need 
some rule that precede the SWT. This rule can be based on some 
simple method for HR estimation, such as those mentioned in 
[12] and briefly described above. The easier variant of rule can 
be based on users’ decision whether they are well-trained 
athletes, in normal condition, or after some physical 
performance (e.g. sport or stairs). One more variant may be 
possible: to directly quantify the suitability of each SWT 
frequency band for HR estimation. 

The advantage of the method based on SWT is: robustness 
(it can estimate HR from signals of worse quality more 
accurately than simpler algorithms), easier setting of peak 
detection (due to the character of signal in relevant frequency 
band), and accuracy (at least in physiological range of HR 
excluding bound values of HR). Also the use of built-in camera 
has advantages: the measurement can be provided in any 
environment (it is not necessary to measure in quiet place as in 
case of use of microphone [8]), and in any position of person 
(the person does not have to lie as is recommended in method, 
which uses accelerometer [6]). The disadvantage is higher 
computational demand due to use of SWT. Another 
disadvantage seems to be lower accuracy in small segments 
around the borders (HR information is divided into two 
frequency bands). 

V. CONCLUSION  

HR was estimated using smartphone built-in camera and 
LED. For this purpose, extraction of RGB PPGs was done and 
the PPGs were decomposed using the SWT. Application of 
SWT on this problem is the innovation of this work. The level 
of decomposition was empirically set to 6. Altogether 52 
wavelets were tested in terms of their suitability for HR 
estimation using two methods and three (RGB) PPGs. Each 

setting was tested on 10 signals with physiological value of HR. 
The error of the methods was calculated as the difference 
between the resultant HR and the reference HR estimated from 
ECG. The most suitable wavelet is rbio2.4 applied on the green 
PPG with the second method of HR estimation (using peak 
distance). In this case, mean error of HR is 0.4093 bpm and 
maximum error is 0.8458 bpm. The accuracy in physiological 
range of HR seems to be better than accuracy of pulse oxymeter. 
The physiological range of HR is sufficient for healthy teenagers 
and adults to measure their resting HR.  

In case of higher (> 111 bpm) and lower (< 55) frequencies, 
the algorithm should be adjusted in terms of use of the suitable 
SWT frequency band. Estimation of higher HR has similar 
accuracy as for physiological HR. The accuracy of HR 
estimation in the border area is low, because the HR information 
is present in two SWT frequency bands. This should be adjusted 
as well in the future. 

The results of application of SWT for HR monitoring using 
smartphone built-in camera are encouraging and the method has 
a great potential. Nevertheless, several issues should be solved 
to reach maximal accuracy. 
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Abstract—This paper introduces web applications in the role
of graphical user interface. Two particular protocols of communi-
cation between the server and the client are discussed - Common
Gateway Interface (CGI) and Websocket. The communication
principle is explained, with emphasis on system performance,
memory footprint and data availability. The article lists few well-
known web user interface frameworks with client side only, client
side and server side and packaging architectures. The article
mentions realized applications of web UI in embedded devices.

I. INTRODUCTION

The Internet, a web of pages became common information
source. The massive use of technologies, narrowly related to
web pages - e.g. hypertext transfer protocol (HTTP), hyper-
text markup language (HTML), cascade style sheets (CSS),
JavaScript (JS) caused, that these are being used even for
purposes which they were originally not designated for. Thanks
to their learning curve and fast development, they are often
chosen as the base of standalone programs, running on the
desktop e.g. Atom.io - Text editor (IDE), written in JS, GUI
Layout in CSS. This approach also caused that many services
(managed by desktop clients) gained their counterpart in cloud
- e.g. Microsoft Office 365.

II. ADVANTAGES OF WEB UI

Web UI presents a way of implementation of cross platform
applications (desktop, tablet, mobile phones). The look of the
user interface (UI) is not limited by themes of upper graphical
library (GTK, .Net Framework) and allows easy customization
via cascade style sheet files (CSS).

Embedded devices are often used as a data collectors
(sensors). Mostly it is desirable to send these data to remote
device, process them and then graphically represent (print)
them. The use of web UI allows easily sharing real-time data
with more users thanks to off-loading of the embedded device
- only data is transferred, the “expensive”computations are
moved to the client. The device can also provide complex
JavaScript-based user interface, even if it does not contain
JavaScript (JS) interpreter. The web application can be self-
contained package, without any external program required.

III. SERVER TO CLIENT COMMUNICATION

A. Common Gateway Interface

The Common Gateway Interface (CGI) [1] is a standard
protocol used by web browsers to communicate with console

JS/HTML/CSS
Files

CGI
For Data

Client downloads
the user interface Render the

user interface

Run the
application logic

Client sends or
downloads data

SERVER CLIENT

Fig. 1. Web user interface in embedded device

applications (scripts) running on the server. The data from
web page are sent to standard input (stdin) of a CGI script;
the CGI script responds via standard output back to the web
application. CGI scripts thus can be written virtually in any
scripting language (Python, Bash, ...) or even binary (compiled
C code etc.).

HTTP Server

SERVERCLIENT

stdin

stdout
Web browser CGI

Script

Fig. 2. Block scheme of the communication between web browser and CGI
script.

1) CGI Communication sequence: The CGI Communica-
tion scheme is illustrated in Fig. 2. The web application sends
a POST request on e.g. http://example.org/cgi-bin/clients. The
web server on http://example.org will look for CGI script
called clients and call a fork, creating a subprocess with CGI
script. The POST data (if any) are passed to the standard input
of the CGI script. The script creates a response, which is
via standard output passed back via HTTP server to client.
The CGI script has to assemble whole response, including the
HTTP header.

Listing 1. AN EXAMPLE OF PYTHON CGI SCRIPT SENDING A
DICTIONARY VIA JSON - FORMATTED STRING

s o m e d i c t i o n a r y = { ’ s o m e s t r i n g ’ : ’ Alpha ’ , \
’ some number ’ :123}

# HTTP Header
p r i n t ( ’ Conten t−Type : a p p l i c a t i o n / j s o n ’ )
# Newl ine as a t e r m i n a t o r
p r i n t ( )
# JSON Data
p r i n t ( j s o n . dumps ( s o m e d i c t i o n a r y ) )
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The CGI is available on most implementations of HTTP
server (apache, nginx, lighttpd), even in the LwIP HTTP server,
which is available for small microcontrollers.

B. FastCGI

Increasing number of requests causes system to frequently
spawn new processes with CGI scripts, increasing total over-
head. This led to invention of FastCGI. Instead of creating new
process for each request, FastCGI uses persistent processes to
handle those requests. This reduces the processing time of each
request. The persistent process, however, causes consumption
of certain amount of system memory, even if there is no
communication.

Listing 2. AN EXAMPLE OF PYTHON FASTCGI SCRIPT

# Loop
whi le ( FCGI . a c c e p t ( ) >= 0 ) :

# HTTP Header
p r i n t ( ” Conten t−t y p e : t e x t / h tml \n ” )
# Newl ine t e r m i n a t o r
p r i n t ( )
# Parse r e q u e s t and per fo rm a p p r o p r i a t e a c t i o n
i f ( some t e s t ) :

do someth ing ( )

C. Websocket

Another way to communicate between the server and the
client is called Websockets [2]. This is a more recent technique
than CGI. The principle is that a client establishes an HTTP
connection to the server and then asks the server to upgrade
this connection to so called Websocket. After this operation,
only raw application data can be sent via this newly created
tunnel. The connection is kept established all the time, which
is the main difference compared to CGI.

One of the protocols used on top of Websockets is Dis-
tributed Data Protocol (DPP). This protocol adopts a publish/-
subscribe model, which means that a user asks for publication
of certain data by sending a request to the server. The other
side sends new data to the client anytime the server data are
updated. This approach can be considered as a managed way
to directly access the database on the server.

D. Comparison

Even if Websocket is a more recent approach for com-
munication between client and server, it does not have only
advantages. One of the disadvantages of it is a permanent
memory allocation for any active user, which is connected to
the server. This can be a serious issue for memory constrained
embedded devices. On the other side, Websocket provides a
real-time behavior, since the TCP connection does not have
to be established again each time a request is done. Another
even more important advantage of Websocket is that the server
can actively begin application level communication, once the
Websocket channel is established. With CGI, a method called
long-polling has to be used, which consist in asking the server
periodically about a status of an action. This is of course
very inefficient. CGI has on the other side the advantage in
its simplicity - it is very easy to implement it in embedded
devices and it is stateless, since it does not keep any context
from one to other user connection.

IV. WEB UI FRAMEWORKS

Frameworks used for Web UI development can be divided
into three basic categories: packaging, client and server side
and client side only frameworks.

A. Client Side Only

These frameworks are composed both of client-side
Javascript and CSS. The CSS files offer some basic styling
of the user interface, while the Javascript code is used to
dynamically assign different style attributes to the generated
user interface. This way, a very responsive UI is created, since
no communication with the server is required - the elements on
the web page are generated and altered directly by client-side
Javascript based on user interactions. In this category, there
are also libraries for more advanced data representation such
as interactive plots and charts.

These are one of the well-known client-side UI frame-
works:

• Bootstrap, SematicUI Provides simple way to create
buttons, checkboxes, modal windows, drop-downs,
drop-ups etc.

• ChartJS, CanvasJS Libraries providing responsive
plotting and charting functions.

B. Client and Server Side

This category contains somewhat more complex frame-
works and libraries. The aim is to provide a unified approach
in creation of web based interface, which allows creation
of ready-to-use components. Some of them require exten-
sive computation power, which is one of the reasons why
sometimes a portion of the component is running server-side.
Another reason for server-side presence is the need to store,
filter and access user application or user interface related data.
Some frameworks are even created specifically for some type
of database, such as MeteorJS, which is to be used with
MongoDB database.

In this category, there are also high level frameworks
allowing easy and fast creation of user interface, which can
be accessed online by multiple users.

These are some examples of specified frameworks:

• MeteorJS Meteor enables creation of applications and
user interfaces, which keep synchronized, when mul-
tiple users interact with it simultaneously. Both server
and client side is written in Javascript and MongoDB
database is used to store data in JSON (Javascript
Object Notation) format. Each client is maintaining
a websocket connection to so-called DPP (Distributed
Data Protocol) server, which allows interactions on
data used by the user, restriction of access or sharing
data between multiple users etc.

• Node-Red Node-Red is a data flow based program-
ming tool, which enables creation of server and client
side application in a graphical way. This is achieved by
interconnecting different GUI nodes by virtual wires.
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Fig. 3. An example of application of Web user interface in embedded detonation velocity measurement tool

• ExpressJS, TotalJS Alternatives to MeteorJS, which
do not intergrate with a specific database and do not
provide system for software components sharing.

C. Packaging Frameworks

In this section, there is currently only a few frameworks,
which share a common history. The most known is called
Cordova or PhoneGap. It enables to create an Android, iOS
or Windows Mobile application by packaging an existing web
page containing Javascript, HTML and CSS. No web browser
is required to run these application, so they are completely
standalone and self-contained. For accessing so called native
functions of the target platform, a special application program-
ming interface (API) is created. Thanks to it, the application
can access device file system, camera, microphone etc. It can
be therefore used to create a full-featured application with
almost no limitations.

V. CONCLUSION

The implementation of standalone web user interface
brings new view to the utilization of web technologies, with
their specific benefits and disadvantages. There are few grown-
up frameworks, powering either enterprise or community cloud
services.

Whereas a standalone web application presents a possible
way of implementation of multi-platform desktop and mobile
applications, the client-server setup presents very suitable way
of implementation of a remote user interface for embedded
devices, allowing load balancing between the embedded device
and the client device. Special care needs to be taken in cases
of realtime applications. The common pitfall is the slightly
different support of JS features across web browsers.

The web GUIs were successfully implemented e.g. in the
administration of free space optical (FSO) transceiver (running
on Xilinx Microblaze, Virtex-5) or various embedded mea-
surement devices (running on Atmel Aria G25). The universal
Web-based interface for remote access was patented in 2003

[3]. Later, in 2005, the client/server application for offline
usage was patented [4].
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Abstract—The article informs about the possibility of 

generating electrical energy from the human movement. Our 

body can power eg. mobile sensors for applications where the 

connection to the external sources is impossible. The observed 

energy comes from human walking when the bearer carries 

heavy objects on his back. A system includes the useful load, 

springs and other mainly electrical elements, which helps to get 

heavy load of backpack to resonance and thus an optimal yield of 

power generation. 

Keywords—backpack, energy harvesting, motion capture, 

kinematics 

I.  INTRODUCTION  

The most of electrical equipment is powered by the energy 

from non-renewable sources. Nowadays requirements grow 

and it is important to invent the devices which are independent 

and work with low energy consumption. The technologies for 

getting small amount of the electric energy become more 

popular. Another point is that they are autonomous systems, 

where is the need to ensure a continual power supply source 

with help of batteries. Among the traditional energy sources 

can be energy extracted from a human body with the use of two 

methods: based on movement and heat. This article 

summarized in short, the content of the diploma work focused 

to the human walking and use of the energy from periodic 

movement for energy generation. In the beginning was 

necessary to analysis human movement. For this purpose, was 

used motion capture technology from XSens Company. The 

device works on the principle of sensors placed onto moving 

segments of the body, which read their accurate position in the 

time and calculates their speed and acceleration. The energy 

harvesting systems which works on base of human walking is 

special backpack with generator, which transfer the 

kinetic/potential energy to the electrical energy. The system 

must calculate also with spring forces, friction in the linear 

guidance and loses of energy by generator.  

II. ANALYSIS OF HUMAN MOVEMENTS 

As mentioned earlier in the introduction part, firstly we had to 

determine, how much kinematic energy may be transferred by 

the human body for the electric energy generation. At 

particular steps, the center of gravity of the human body 

copies the path with a typical shape of the circular contour 

sector. So, the center of gravity makes a movement in the 

vertical direction up and down, which corresponds with 

walking. Provided the mass of the rucksack must execute a 

corresponding movement, the body must hand-over the energy 

to the load to cover the path. The energy transfer from the 

body to the load can be calculated as an increment of the 

potential energy of the load in the change of the height. The 

energy corresponding, for example, with the use of a load of 

20kg, which was tested in the most of previous experiments 

with this matter, the walking speed of 1.7m/s at the 

acceleration of 5m/s and the angle of deflection from the 

balanced position at the step of 30°, the approximate vertical 

deflection of 5cm, is approximately 11J. To confirm these 

presumptions, the results of the measurement taken over from 

the Motion Capture software were used.  

 

III. SIMULATION IN MATLAB SIMULINK  

During designing of the rucksack system, the big role plays 

the force of the springs, absorption, friction, which rise 

because of the friction of the linear guidance and power take-

off from the rotary generator. Also, the weight of the rucksack 

itself, respectively the load. It is necessary to consider these 

variables to reach the maximum electric power at the given 

frequency of the load movement along the linear guidance. 

We could consider the general formula for calculation of the 

resonance frequency in case that no absorption of the system 

would occur. It occurs during this experiment, and that is by 

two ways. Firstly, due to the above mentioned friction of the 

bearings of the linear guidance, and secondly by taking-off of 

energy by the rotary generator. That is why there was made a 

mathematic mode, which also includes the following 

absorption coefficient 𝑏.  

 

This mathematic model is described by the differential 

formula: 

 

𝑥´´=𝑦´´−(𝑏/𝑚)∗𝑥´+(𝑏/𝑚)∗𝑦´−(𝑘/𝑚)∗𝑥+(𝑘/𝑚)∗𝑦 
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Where:  

m – load mass,  

x(t) – time flow of the load position,  

y(t) – time flow of the rucksack mechanical structure position,  

b – absorption coefficient,  

k – springs force. 

 

This differential formula was consequently re-written into the 

MATLAB Simulink environment and serves for setting of the 

rucksack parameters, which will cause the resonance 

movement and calculation with the maximization of the 

generated power. 

 

IV. RUCKSACK STRUCTURE 

To get energy from the human body movement, the character 

of the movement must be also taken into consideration. One of 

the aspects of this movement is that it can evolve a sufficient 

speed in the vertical direction in the direct proportion to the 

walking speed. In case of the movement acceleration, the 

vertical speed will also be increased. The second important 

aspect is the fact that this movement cannot act with a big 

force directly. The most suitable is the use of transmission of 

the mechanic energy to the electric one by means of the 

electromagnetic generator. The third aspect is a relative big 

path of the movements and the space for the placement of the 

generator. These aspects induce a possibility of using of the 

linear generators, which does not require linear/rotary 

movement converters. However, due to its dimensions, it is 

more suitable to use a converter regarding a rotary generator.  

The rucksack itself is a mechanic system - the moving mass 

suspended on the spring system.  The linear movement is 

converted via the transmission by a toothed belt to the rotary 

movement. The electromagnetic rotary generator generates 

electric energy during its movement. The proposal of the 

mechanics must be sophisticated to ensure achievement of the 

maximum effectiveness with a variable weight of the load in 

the rucksack, and at the same time with the lightest structure 

to avoid loading of the carrier. 

 

The key element of the system is the electronic circuits 

transforming the output from the generator to the useful 

voltage level. The circuits include a DC/DC converter with a 

non-inverted output with a possibility of the input current 

regulation. There is a profitably used feature that the input 

voltage can be higher and lower than the output one (it is 

influenced by the walking speed). The electric energy from the 

converter is accumulated by an ultra-capacitor. This energy is 

later used, for example, for the recharging of a battery or other 

electronic systems.   

 

The electronic system maintains the voltage in the ultra-

capacitor under the upper limit and consumes this excess 

energy, which cannot be more stored. Thanks to it, the circuit 

works in the automatic mode. 

 

 
 

Fig. 1: The view of the 3D model of the springs and generator 

fixture with the transmission of movement by a toothed belt. 

 

V. DEVELOPMENT AND REALIZATION 

For better imagination, an electro-mechanic system was 

modeled in 3D in the Autodesk Inventor software and 

afterwards experimentally assembled from the accessible 

material.  

The aim was that the weight of the structure does not exceed 

3kg.  This was achieved by choosing a suitable material and 

the cross-sections in the structure, thanks to which the weight 

of the system was significantly reduced. The mechanical 

components of the rucksack are made of wood and aluminum.  

  

 
 

Fig. 2: The overall view to the electro-mechanic structure of 

the Energy rucksack. 

 

VI. SYSTEM ENERGY GAIN METERING 

The verification of the features and the energy gain of the 

system was carried out by several methods. The device was 

modeled by means of the Motion Capture technology, 

consequently there was created a model in Matlab Simulink 

serving for the spring systems adjustment. The assembled real 

model was observed with simulated results. 
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Fig. 3: Experimentally created structure of the EH rucksack. 

 

During its movement, the rucksack copies the movements of 

the human body. Fig.4 represents the measurement on the 

electrohydraulic excitation system with the resonance 

frequency of 3Hz at the test load with the weight m=12kg, 

when the maximum energy gain of the system was achieved. 

 

This frequency couldn't be achieved by human walking, and it 

will be necessary to correct the settings of springing and 

absorption of the system so that it corresponds with the 

ergonomic parameters of human walking. 

 

 
 

 

Fig. 4: The graph represents the position of the sensor situated 

on the stationary structure of the rucksack. 

The decline of the amplitude of the weight movement along 

the linear guidance caused by the friction can be seen on the 

graph on fig.5. It occurs because of taking-off of the energy by 

the generator, as well as small friction in the guidance. 

 

 

Fig. 5: The chance of the weight position on the springs at 

resonance. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6: Anchorage of the cylinder and the Energy Harvesting 

device in the vertical position. 

 

VII. CONCLUSION 

The work proposed to create an experimental prototype of the 

rucksack with the Energy Harvesting system, which should 

generate electric energy at walking that can be used for 

powering mobile sensors. To enable designing of this device, I 

needed theoretical knowledge of the human movement 

kinematics, the Energy Harvesting technology, as well as 

possibilities of electric energy conversion.  

 

Before work initiation, we explored already existing devices 

that use the movement of the human body to generate energy. 

As a suitable movement, human walking was selected, which 

is an enough big source for powering small electronics and 

mobile sensors.  

 

With this knowledge, the human walking kinematics was 

analyzed by means of a mathematic simulation in the Simulink 

software and with help of the Motion Capture technology for 

observation of the human walking parameters by means of 

sensors, which monitor segments of the body.  For this work, 

the shoulder movement data were used, which correspond 

with the movement of the human mass point and which are 

Place for 

sensors 

fixation 

Rucksack 

straps 

Movement of rucksack structure copying body movements 

The number of measured  

P
o

si
ti

o
n
 o

f 
st

ru
ct

u
re

 c
en

te
r 

ab
o

v
e 

th
e 

g
ro

u
n

d
 (

m
) 

Time (s) C
h
an

g
e 

o
f 

w
ei

g
h

t 
p
o

si
ti

o
n
 (

m
) 

IEEE Student Branch Conference Mikulov 2017

58



also copied by the rucksack structure. The rucksack uses the 

human kinetic energy, and thanks to it shifts the weight along 

the linear guidance with the amplitude of 6 - 7 cm and the 

acceleration of 10 - 12 m∙s-2 at the optimal laboratory 

conditions, and 4 cm and the acceleration up to 10 m∙s-2 during 

a real test at walking.  

The rucksack power is variable, as well as the human walking. 

That's why this experiment was measured on the hydraulic 

testing device, which can provide frequency and amplitude 

stability. An average power of the rucksack 2,76 W was 

measured. The power of the rucksack is limited by its 

structure, which has the bearing capacity up to 20 kg. During 

power metering, the rucksack was loaded by the weight just 

7.5 kg. By this reason, the second prototype of the rucksack 

was created in the Inventor software, which preserves the 

weight less than 3 kg, but at the same time will have far higher 

bearing capacity about 40 kg. An adequate power increasing is 

expected.  

 

The electric power of the rucksack depends on many factors. 

First, the frequency of the movement and the step length are 

important, also the weight of the selected load, as well as 

different asymmetry in the articular apparatus of the bearer. 

The walking speed or the weight of the load must be fit to it to 

enable comfortable achievement of the frequency near the 

resonance frequency, thereby the highest excitation and power 

of the rucksack. The structure of the rucksack must be always 

optimized for each bearer by reason of the different walking 

speed, the step length and the load weight. To adjust it, the 

springs force or the linear guidance length can be changed. 

There was also experimentally verified that during the lifting 

phase, this structure brings certain advantages for the bearer, 

especially a feeling of unloading and consequently decreasing 

of muscle tiredness. 
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Abstract—Baseline wandering (sometimes also baseline drift) 

is a noise that exacerbates the evaluation of ECG and reduces the 

success of automatic ECG classifiers. In previous works, many 

methods have been proposed to remove such noise. The aim of 

this article is to compare commonly used methods. Each signal is 

in parallel reprocessed by all analyzed methods and then enters 

an automatic classifier that is able to classify QRS complexes. 

According to the classification success, the proposed methods 

were compared. Based on the results of this work, the best 

method for removing baseline wandering in the ECG is wavelet 

filtration. The success of the classification is further improved by 

the combination of wavelet filtration and EEMD. The 

disadvantage of this combination is its very high computational 

complexity. 

Keywords—baseline wandering; baseline drift; ECG; 

automatic classification; EMD; EEMD; wavelet filtration 

I.  INTRODUCTION 

Cardiovascular diseases nowadays represent the most 
common cause of death in Western countries [1]. 
Electrocardiography (ECG) is a common cardiological method 
for detecting cardiac disorders. ECG diagnosis is dependent on 
the use of computing technologies. One of the advantages of 
computing technologies is acceleration of diagnostics. This is 
necessary especially in Holter ECG, which are several-hours or 
even several-days ECG records of one subject. The cardiologist 
cannot view the entire record without using the classification 
software.  

The ECG signal can be contaminated by different types of 
noise, which reduces the classification success. Signal 
preprocessing is used to increase the success of automatic 
classification. This work deals with removal of baseline 
wandering. This type of noise causes that the base axis (x-axis) 
of the signal moves up and down. Because of this phenomenon, 
the whole signal is shifted from its normal base. 

Baseline wandering is caused by electrochemical processes 
at electrode-skin transition (up to 0.8 Hz), breathing (up to 0.5 

Hz) and slow movements of the subject under investigation (up 
to 2 Hz) [2]. According to the American Health Association 
(AHA) the lowest frequency component in the ECG is around 
0.05 Hz [3]. Baseline wandering thus affects the useful 
frequency components of the ECG. The aim is to find a method 
that eliminates baseline wandering but minimally affects the 
useful ECG components. 

Various methods to remove baseline wandering have been 
described in the available literature. This work describes and 
compares 9 methods used to baseline wandering removal. 

All methods for removing of baseline wandering are 
compared by the success of the subsequent automatic 
classification. The classifier used for classification (with 
slightly modified input parameters resulting in higher success 
rates) is described in [4]. Baseline wandering removal has a 
direct effect on the features used to enter the classifier, such as 
the area under the QRS and the magnitude of the R wave. 

II. METHODS 

A. Median filtration 

The first tested method is median filtration. A floating 
window is moving across the signal. The floating window 
length is 1.3 seconds. The median value in the window is 
calculated at each shift. Number series of the individual median 
is the estimated signal trend. This trend is eventually subtracted 
from the original signal. 

This method does not allow the trend estimate at the 
beginning and at the end of the signal, because it is always 
necessary to estimate 0.65 s of the signal before and after the 
analyzed signal segment. The advantage is that this method is 
very fast and it does not distort signal if the baseline wandering 
does not occur. 

B. Chouchan’s method 

Chouchan's method was described in [5]. The overall 
median of the signal is subtracted from each sample in this 
method. This causes a rough suppression of the baseline 

This work was supported by grant project IGA FEKT-S-17-4487.  
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wandering. Then a fifth order polynomial is fitted to the signal 
using the least squares method. The estimate of baseline 
produced this way is then subtracted from the signal. The final 
step is to subtract the median value in each RR interval from 
each sample at this RR interval [3], [5]. 

The advantage of this method is that the method is very fast 
and it does not distort the signal if the baseline wandering does 
not occur. 

C. Shape-preserving piecewise cubic interpolation 

The first step of this method is the detection of isoelectric 
points. First, the 20 ms section of the lowest standard sample 
deviation is searched in the interval from 20 to 80 ms before 
each QRS complex. This section is thus flattest section at a 
given interval. The isoelectric point is then a sample in this 
section having a median value of this flattest section. 

These isoelectric points are then interpolated with shape-
preserving piecewise cubic interpolation to produce a baseline 
estimate.  This estimate is finally subtracted from the signal. 

The disadvantage of this method is that if the isoelectric 
points are not correctly detected, the baseline wandering can be 
highlighted in comparison to the original signal. 

D. Piecewise cubic spline interpolation using not-a-knot end 

conditions 

The first step of this method is the detection of isoelectric 
points, which is the same as that described in chapter C. These 
isoelectric points are then interpolated with piecewise cubic 
spline interpolation using not-a-knot end conditions to produce 
a baseline estimate. This estimate is finally subtracted from the 
signal.  

This method is one of the most commonly used to remove 
the baseline wandering from the ECG [3]. The disadvantage of 
this method is that if the isoelectric points are not correctly 
detected, the baseline wandering can be highlighted in 
comparison to the original signal. 

E. Empirical mode decomposition 

Empirical mode decomposition (EMD) is a method used to 
process non-stationary signals. EMD is based on interpolation 
of local maxima and local minima of the signal and subsequent 
subtraction of the average of interpolated points from the 
signal. This is how the signal is decomposed into the sum of 
so-called intrinsic mode functions (IMFs). The last further 
indivisible IMF characterizes the trend of signal. 

In this work, the signal was divided into 10 IMFs and the 
sum of the last two IMFs was set as a trend of signal. The more 
recent IMFs are summed up, the more the trend is adapt to 
faster baseline changes. 

IMFs are derived from a signal without the need to provide 
any signal information. This is an advantage compared to curve 
interpolation methods where it was necessary to detect specific 
points of the signal. The disadvantage is that this method does 
not give good results in the intermittent signal or in the signal 
smashed by intermittent noise [6]. Further, EMD distorts the 

trend at the beginning and at the end of the signal. Another 
disadvantage is high computational complexity. 

F. Ensemble empirical mode decomposition 

Problems of the EMD method for decomposition of 
intermittent or noisy signals and the problem of the signal edge 
analysis are solved by the ensemble empirical mode 
decomposition (EEMD). The principle of the method is to 
create a set of signals by adding different white noise 
realizations to the analyzed signal. The EMD method is then 
applied to each of the created signal realizations. The resulting 
IMFs are obtained by averaging the IMFs of each signal.  

In this work, the signal was divided into 10 IMFs, and the 
sum of the last two IMFs was identified as a trend. 

The disadvantage of this method is the high computational 
complexity, which is caused by the fact that the EMD has to be 
run as many times as the number of created realizations of the 
signal [7]. 

G. Filtration through the high-pass filter 

Baseline wandering is a low-frequency noise, so it is 
possible to remove this noise by filtering through a high-pass 
filter. An IIR filter with a cut-off frequency of 0.5 Hz was used. 
Zero-phase forward-backward must be used to prevent phase 
distortion. 

H. Zeroing spectral lines  

Another type of filtration is filtering by zeroing spectral 
lines. Again, an upper pass filter is used. The method of 
zeroing the spectral lines has the advantage that only the 
required frequency components are removed. Phase distortion 
never occurs in this method. 

I. Wavelet filtration 

The last method to be compared is filtration using a discrete 
stationary wavelet transform. The decomposition was done in 8 
bands using the db3 wavelet. The last band represents low 
frequencies and therefore the last band is thresholding after 
decomposition. Soft thresholding was used. 

III. RESULTS AND DISCUSSION 

The methods described above can be divided into two 
groups. The first group consists of methods that result in a 
signal without baseline wandering without an estimate of the 
trend. Wavelet filtering, zeroing spectral lines, and filtering 
through the high-pass filter belong to the first group. 

The second group are the methods which estimate the trend. 
This trend is subtracted from the original signal in the last step. 
Median filtering, shape-preserving piecewise cubic 
interpolation, piecewise cubic spline interpolation using non-a-
knot end conditions, EMD and EEMD belong to the second 
group. The trend estimated by the individual methods of the 
second group can be seen in Fig. 1. 
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Fig. 1.    Unprocessed ECG signal (blue) with estimated trend – median 

filtration (yellow), EMD (red), EEMD (green), shape-preserving 

piecewise cubic interpolation (red dotted line) and piecewise cubic 
spline interpolation using not-a-knot end conditions (black) 

All of the above described methods have been tested on the 
entire MIT-BIH Arrhythmia Database [8], [9]. The database 
contains 48 records, which are about 30 minutes long. Each 
record has two leads. Sampling frequency is 360 Hz, the 
resolution is 11-bit within a 10 mV range. Each of these signals 
was pre-processed by all methods described above. 

The QRS complexes of all pre-processed signals were 
classified by an automated classifier to compare the efficiency 
of the methods for removing baseline wandering. The 
comparison of the methods is based on the assumption, that the 
higher classification score achieved in the classification of 
QRS complexes indicates a better method for eliminating 
baseline wandering. 

The classifier described in [4] was used for automatic 
classification. It is an automatic classifier of QRS complexes 
based on the SVM method. The SVM classifier was trained 
separately for each type of pre-processing. Training and testing 
of the classifier is realized by ten-fold cross-validation. All 
QRS complexes of all signals are randomly divided into ten 
equally sized subgroups. Nine subgroups are used for training 
and one for testing the classifier. Gradually, each of the 
subgroups is selected as the test (there is ten testing in total). 
[4] 

The MIT-BIH Arrhythmia Database contains a total of 
109820 QRS complexes. Each QRS complex was classified by 
cardiologists into one of the fifteen heartbeat types. These 
groups can be united into 5 groups according to the AAMI 
standard [10]: supraventricular ectopic beat (S), ventricular 
ectopic beat (V), fusion beat (F), unknown beat (Q) and any 
heartbeat not in the S, V, F or Q classes (N). All QRS 
complexes were classified into one of these five groups [4]. 

 

The success of the classification was evaluated using 
accuracy (Acc), sensitivity (Se) and specificity (Sp). These 
variables are calculated as follows [4]: 

 Acc = (TPN + TPS + TPV + TPF + TPQ) × 100 / Y,  (1) 

 Sei = TPi  × 100 / (TPi + FNi),  (2) 

 Spi = TNi × 100  / (TNi + FPi),  (3) 

where TP (true positive) is the number of correctly classified 
complexes into the analyzed group, TN (true negative) is the 
number of correctly classified complexes into other groups 
than the analyzed group, FP (false positive) is the number of 
incorrectly classified complexes into the analyzed group, FN is 
the number of incorrectly classified complexes into other 
groups than the analyzed group, Y is the number of all 
classified QRS. Se and Sp are calculated for each group of 
QRS separately (subscript i). Resulting Se and Sp for each 
method are given by averaging partial values. 

The resulting classification successes after pre-processing 
by individual methods for removing baseline wandering are 
given in Table 1. 

TABLE I.  CLASSIFICATION SUCCESS AFTER REMOVAL OF BASELINE 

VANDERING BY VARIOUS METHODS 

Removal method 
Classification success 

Acc Sp Se 

Without pre-processing 99,07 99,25 92,04 

Median filtration 99,20 99,35 92,93 

Chouchan’s method 99,12 99,29 92,74 

Shape-preserving piecewise 

cubic interpolation 
99,16 99,34 92,73 

Spline interpolation using 
not-a-knot end conditions 

99,17 99,34 92,66 

EMD 99,14 99,32 92,70 

EEMD 99,18 99,35 92,96 

Filtration through the high-

pass filter 
99,20 99,35 92,86 

Zeroing spectral lines 99,24 99,39 93,19 

Wavelet filtration 99,28 99,43 93,55 

Zeroing spectral lines and 

EEMD 
99,23 99,39 93,35 

Wavelet filtration and 
EEMD 

99,31 99,45 93,77 

Median filtration and 

EEMD 
99,19 99,36 93,05 
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Fig. 2. The original unprocessed signal (above) and the pre-processed signal 

by wavelet filtration (below) 

The best classification success after pre-processing with 
one method is achieved after wavelet filtration. The signal after 
this filtering is shown in Fig. 2. The second best method is 
zeroing the spectral lines. Furthermore, combinations of 
successful methods in combination with EEMD were tested. 
The success of the classification is further improved by the 
combination of wavelet filtration and EEMD. This combination 
of preprocessing is therefore the best to remove the baseline 
wandering before the automatic classification. The 
disadvantage of this method is its very high computational 
complexity. 

All tested methods to eliminate baseline wandering 
increased the classification success rate compared to 
classification without prior elimination of baseline wandering. 
This proves, that removing the baseline wandering before the 
classification is useful. 

Comparison of algorithms for the elimination of baseline 
wandering according to the following classification success 
was not carried out in the literature published so far. However, 
similar methods to this article were compared in [3]. They were 
compared depending on how much they affect the ST segment 
level. Five methods were used in this article as well as in [3]. 
These are the methods: wavelet filtering, EMD, Chouchan's 
method (this method was named Median filtering in [3]), 
Piecewise cubic spline interpolation using non-a-knot end 
conditions (this method was named Cubic Spline Curve Fitting 
in [3]) and filtration through the high-pass filter with the same 
cut-off frequency (it was used FIR filtration in [3], while IIR 
filtration was used in this article). The order of success of the 
methods that were used in the study [3] and in this work is very 
similar. Wave filtration is the most successful in both cases. 

High pass filtering is the second best in both articles from the 
methods that are in both articles. The worst results are given in 
both cases by Chouchan's method. 

IV. CONCLUSION 

A total of 9 methods were described and implemented to 
eliminate baseline wandering in the ECG. All methods were 
tested on the entire MIT-BIH Arrhythmia Database (48 
records, 109820 QRS). The methods were compared according 
to the classification success of the automatic classification of 
the pre-processed signal. 

The usefulness of removing baseline wandering was 
confirmed. All methods achieved better results than the original 
unprocessed signal. Wavelet filtration and then EEMD is the 
best for subsequent use for automatic ECG classification 
according to the results of this article. The disadvantage of this 
method is its very high computational complexity. Therefore, 
in some cases it may be better to use only wavelet filtration. 
This method is the best of all individual tested methods. 
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Abstract—In the near future, rapid demand for technologies
enabling location and navigation in indoor environment is ex-
pected. One of the basic principles used for positioning is to
measure the distance between a moving node fixed and stations
with known coordinates. The nanoPAN 5375 is an RF module
that, in addition to wireless communication, can measure the
distance others. It uses time of flight (TOF) and Symmetrical
Double-Sided Two Way Ranging (SDS-TWR) to minimize clock
drift. This paper proposes testing this module.

I. INTRODUCTION

Precise indoor location is one of the challenges of modern
technology. The solution has to be cheap, accurate and reliable.
There are a wide variety of use such a technology: navigation
in a large office building or shopping center, parcel, goods
or material tracking, staff monitoring in dangerous area in
industry and so on.

One of the most direct approach is based on measuring
distance between a mobile node and a set of fixed anchors with
known position. Distance is measured indirectly, by measuring
a time of radio signal travels between the mobile node and
the anchors. Actually, this is the same principle as the outdoor
GNSS location systems (like GPS) are based on. Unlike GNSS
systems, there are two major problems. The first one is an
enormous jaggedness of the indoor environment. Direct line-
of-sight is almost mandatory for precise results. This can be
partially solved by increasing number of anchors, covering
given area. And it is related to the second problem - highly ac-
curate time measurement. GNSS systems solve this by using an
atomic clock as time reference in the satellites [1]. This is very
expensive and not suitable for a large number of cheap, small
and energetically inexpensive anchors. Symmetrical Double-
Sided Two Way Ranging is a one from numerous solutions of
this problem.

II. SYMMETRICAL DOUBLE-SIDED TWO WAY RANGING

Symmetrical Double-Sided Two Way Ranging - SDS-TWR
- is a method for minimizing impact of clock offset between
two nodes on time of flight measurement precision. Because
of this, usage of less precise clock sources, like a quartz
oscillators, is possible, while maintaining sufficient precision
of time measurement.

Fig. 1: Symmetrical Double-Sided Two Way Ranging [2]

Figure 1 shows principle of SDS-TWR. Device A starts
measuring by sending a request to device B. Also starts mea-
suring of time tround1. When device B receives the request,
sends ACK + their own request back to the device A and start
measuring of time tround2. Device A then receives ACK +
request from device B, stops tround1 measurement and send
ACK to device B. Device B stops measurement of tround2,
after receives device A ACK. Both measured values then
must be collected at one device, usually device A. Consider
fixed and known reply processing time in both devices, the
propagation time tp can be computed according equation 1.

tp =
1

4
((tround1 − treplyA) + (tround2 − treplyB)) (1)

There are also several modifications of this concept. Their
improvement is often based on performing several mea-
surements, which shares some part of communication. This
approach gains better precision by simple averaging, while
maintain shorter measurement time, than several complete
cycles of SDS-TWR. Another advantage is energy saving.
Some examples are in [3], [4] and [5].

IEEE Student Branch Conference Mikulov 2017

64



Fig. 2: Chirp Spread Spectrum [7]

TABLE I: Description of equation 2 fields

Field Description
TxRespTime nanoPAN register, 16 bit
TxGateOff nanoPAN register, 4 bit
RxGateOff nanoPAN register, 4 bit
TxGateSum nanoPAN register, 14 bit
RxGateSum nanoPAN register, 14 bit
SPEED OF AIR 299.792458 [m/µs]
CLK 4MHZ 4
CLK 32MHZ 32
CLK LOD20 2000.0/244175
PULSE DET UC MAX 2 ∗ 24
rangingConst 325.587060636

III. NANOPAN 5375

nanoPAN 5375 is a commercially available RF module,
operating in 2.4 GHz ISM band, capable of measuring distance
between two modules, using SDS-TWR. It is based on a
nanoLOC TRX Transceiver NA5TR1 [6]. This chip uses Chirp
Spread Spectrum (CSS) modulation technique, developed by
Nanotron Technologies [7]. This technique uses monotonically
increasing (Upchirp) or decreasing (Downchirp) frequency for
coding symbols (see figure 2). It provides high reliability of
communication because of better immunity against interfer-
ence.

A. Distance measurement

nanoPAN 5375 uses SDS-TWR technique for distance
ranging. Unfortunately, there is no specification of range,
precision, or even resolution in the documentation ( [8] [6]
[9] [10] [7] ). There is only an equation 2 in a sample code of
a development kit [9]. But with little description of input data
- see table I.

d = 0.5 SPEED OF AIR

(
TxRespT ime

CLK 4MHZ

− TxGateOff +RxGateOff

CLK 32MHZ

− CLK LOD20 (TxUcSum+RxUcSum)

PULSE DET UC MAX

)
− rangingConst

(2)

Resolution of nanoPAN 5375, determined from equation 2
and table I is approximately 25.58 mm.

B. Shorter distance

Apart from classical SDS-TWR, there is an alternative way
of calculating distance in the source code. Measurement is

Fig. 3: HW setup

done in the same way as in SDS-TWR, but instead of averaging
both distances, only the shorter one is returned. Assumption
is, that some reflections in signal propagation path may cause
greater error, than clock differences of modules. Therefore,
the shorter measured distance is closer to the real one. Both
of these methods are tested in chapter IV.

IV. EXPERIMENTAL MEASUREMENT

To test the nanoPAN 5375, several sets of measurement was
performed. Figure 3 shows a block diagram of used hardware.
Distance between two nanoPAN modules was measured, one
is called Fixed station, other Mobile station. The measurement
was done in a straight corridor of an office building. The Fixed
station was on the one end, while the Mobile station has been
placing to desired distances for each set. Each set consist of
1000 measurements with 500 ms period, performed by both
stations. Minimum, maximum and mean absolute error was
evaluated. Figure 4 shows results.

Until 40 m, mean absolute error is less than 2 m, while its
standard deviation is less than 20 cm. Peak at 48 m is probably
caused by some signal reflection and interference. It has to be
closely studied.

V. CONCLUSION

The first tests of nanoPAN 5375 shows, that distance mea-
surement resolution is sufficient for precise indoor location.
Also repeatability looks well. But accuracy has to be improved.
Maybe it could be reached by different settings of the module.
Research continues.
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(a) Fixed station mean distance
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(b) Fixed station shortest distance
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(c) Mobile station mean distance
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(d) Mobile station shortest distance

Fig. 4: Direct line of sight measurement results
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Abstract—Microscopic cell image analysis is widely used by
biologists for cell behavior and cell morphology study. In dense
cell cultures precise single-cell segmentation is challenging task
and it is an important step for automatic cell analysis methods.
This work introduces a novel method for robust single cell seg-
mentation of images from holographic microscope. The method
is based on pixel-wise classification with random forests for both
background segmentation a cell detection, where cell detection
image is refined with distance transform based detector. Final
single cell segmentation combines both detection and background
with seeded watershed. Proposed background segmentation part
reaches results similar to other algorithms, but cell detection part
of the algorithm is innovative and achieves significantly better
result than commonly used detector.

Keywords—cell segmentation, cell detection, random forests,
distance transform

I. INTRODUCTION

Nowadays, optical microscopy is widely used to quantify
single-cell features such as cell size or shape. Especially for
long-term live cell imaging, where up to thousands of images
are recorded, manual processing of such amounts of data is
impracticable. For this reason automatic cell segmentation is
a subject of interest in a wide range of cell-based studies and
it is an important step in the automation of analysis of cell
based experiments. Holographic microscopy [1] is one of the
methods for Quantitative Phase Imaging (QPI), very suitable
for long-term label-free live cell imaging [2], but it is relatively
new modality and no suitable segmentation approach exists.

Cell segmentation is challenging problem, because of het-
erogeneous shape, that dynamically change and have large
variability across cell population. Furthermore, cell interactions
and cell clustering during the long-term experiments create
another challenging problem in the single cell segmentation
task. There are typically tree main efforts in automatic cell
image segmentation - cell detection (identification of single
cells) for cell counting, background segmentation for the
analysis of cell confluence (percent of covered area) and
single-cell segmentation for single-cell features evaluation. In
most of the published approaches (see review [3]) is single-cell
segmentation composed of the cell detection and segmentation
of the background.

The cell detection method can use different approaches,
which are usually based on Distance Transform (DT) [4],

morphology operations, Laplacian of Gaussian (LoG) filter [4],
maximally stable extremal region, Hough transform or radial
symmetry voting, etc. However, many of these methods are
capable to detect only circular or elliptical shapes and have
poor results for touching cells. Therefore, current methods used
some supervised learning approach [3].

The most popular approaches for cell segmentation are
based on thresholding, watershed, pixel clustering, graph meth-
ods or deformable models [3]. Nowadays, supervised learning
methods for segmentation (e.g. WEKA [5] and Ilastik [6])
with pixel-wise classification are very popular thanks to their
universality. These methods extract many features (e.g. local
entropy, Gabor filters and gradient magnitude) for every pixel,
which are used for pixel classification. These methods are
capable to segmented cell images from different modalities like
differential contrast microscopy, phase contrast microscopy
and fluorescence microscopy. However they are not capable
to achieve of complete single-cell segmentation (including the
splitting of touching cells), but only background segmentation.
The aim of this study is to use similar approach even for single-
cell segmentation (including cell detection and the splitting of
touching cells).

In this study, a novel approach for single-cell segmentation
for QPI images is introduced. It’s based on pixel-wise classi-
fication for both background segmentation and cell detection
followed with seeded watershed for separation of single-cells.

II. METHODS

A novel method for cell segmentation introduced in this
paper, involve these main steps - feature extraction, pixel-
wise classification for both cell detection and background
segmentation and foreground division with seeded watershed
(see Figure 1).

A. Random forests classifier

Random forests classifier is most commonly used classifier
for image pixel-wise classification [6], whose main advantage
is insensitivity to redundant features. Matlab implementation
of random forest has been used, which implements the method
described in [7].
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Fig. 1: Block diagram of proposed method

B. Image features

Feature selection is done so to be suitable for cell detection.
There are many different features, which are commonly used
for cell detection. Typically set of features with different scale
is summed (or maximal response is taken) to single parametric
image [8]. This parametric image is than thresholded (binary
objects are detected cells) or local maxima are found and
considered as cells. Simple summation of scales can lead to
information loss. In this paper, different scales of different
features are extracted and used as features for the classifier.
Example of these features for one scale is in Figure 2.

The Laplacian of Gaussian (LoG) filter is one of the most
popular methods for blob object detection in medical image
analysis [3]. LoG filter is appropriate feature for our purpose
and it is defined as

LoG(x, σ) = ∇2G (x, σ) =
σ2 − ||x||22

2πσ6
e
−||x||22

2σ2 (1)

where G is 2D Gaussian function, x = (x, y) and ||· ||2 is l2-
norm. It is actually matched filter of blob shape, which produce
higher response in cell location. σ is the standard deviation of
the Gaussian, which should correspond to cells radii. Here, 10
scales are used for 10 feature maps extraction.

Next features are based on Hessian analysis, which is often
used for cell detection [9]. Hessian is formulated as

H(x, y, σ) =

(
∂I(x,y;σ)
∂x2

∂I(x,y;σ)
∂x∂y

∂I(x,y;σ)
∂y∂x

∂I(x,y;σ)
∂y2

)
(2)

where I(x, y;σ) is image smoothed with a Gaussian of stan-
dard deviation σ. The eigenvalues of this matrix have different
properties for different image structures. For example blob-like
structure is represented by two positive eigenvalues. Here, 10
different scales were used, which produced 20 feature maps.

Another cell detection method capable to produce reliable
features for cell detection/segmentation is fast radial-symmetry
transform (FRST) [10]. Every pixel votes in its gradient
direction at distance r, so the affected pixel position is

P (x) = x+ round

(
g(x)

‖g(x)‖2
r

)
(3)

where g(x) is gradient image. On the affected position, orien-
tation projection image Or is increased by 1 and magnitude
projection image Mr is increased by ||g(x)||2. Usually are
these images combined together, but in our method are both
with 10 different radii used as features, which produce 20
feature maps.

Additionally gradient magnitude images with 10 different
Gaussian blurs are used as features.

C. Classification for detection

This step involve to classify pixels in order to get individual
cells as individual binary objects. A manually labeled mask of
whole cells are morphologically eroded to obtain binary mask
of cell centers only. This leads to good separation between
objects in classified image.

D. Distance transform detector

This step involves separation of poorly divided cells after
classification for detection. Distance transform (DT) of binary
image is defined as an image, which pixel value are distance
to nearest background pixel. H-maxima transform eliminate
local maxima smaller than the set depth h. DT with h-maxima
transform can be used for cell detection [4]. For cell detection,
local maxima of the distance transform image are detected
cells and h-maxima transform can be used for small maxima
elimination. This detector is normally applied on thresholded
binary foreground, but in our case it is applied on results of
classification for detection.

E. Classification for segmentation

This step is for background segmentation and it is straight-
forward. Each pixel is classified as background or foreground
pixel, based on its features. For simplicity (and shown to have
appropriate results) same features as for cell detection are used,
only difference is, that binary masks without erosion are used
for training.

F. Seeded watershed

Finally seeded watershed [11] is used in order to combine
detection and background segmentation results to single-cell
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Fig. 2: Original image A, ground truth mask B, gradient magnitude C, Log filter, first and second Hessian eigenvalue E and F,
FRST orientation and magnitude projection images G and H

segmentation. Seeded watershed is used on original image,
where seed-points are produced by cell detection. Watershed
results (boundary lines) are then used for division of fore-
ground.

III. RESULTS AND DISCUSSION

A. Dataset

PNT1A human cell line cultured in RPMI-1640 medium
was used for method evaluation. This cell line has been se-
lected because its popularity in research and large variability in
cell shapes and intensities. Images were acquired with Tescan
multimodal holographic microscope Q-PHASE with objectives
Nikon Plan 10/0.30 and CCD camera Ximea MR4021 MC-
VELETA. Dataset contains 18 fields of view (FOV), with
428 cells and resolution 600x600px. Three FOV are used for
training of classifier and 15 FOV for evaluation of results (data
example on Figure 3).

B. Parameter settings

For LoG, FRST and Hessian analysis, the scale range was
set to the expected cell radii range 5 - 25 and for gradient
magnitude was Gaussian standard deviation was set to range 0
- 10, all with 10 linear steps. For random forests 200 trees were
used. Change of these parameters shown to have very small
influence to the result. The only sensitive parameter is h for
h-maxima transform in DT detector, which was experimentally
determined to 2.

C. Method for evaluation

The results are reported in terms of Precision =
TP/(TP + FP ), Recall = TP/(TP + FN) and Dice =
2TP/(2TP + FP + FN). For cell detection, FN are rep-
resented by ground-true masks without detected seed-point
inside the mask and FP are redundant seed-points inside
the mask or seed-points on the background. For the eval-
uation of background segmentation using of these formulas

is straightforward. For evaluation of single-cell segmentation
same approach as in [12] has been used. Reference cell R and
segmented cell S are considered matching if |R∩S| > 0.5|R|
where each S can be used only once. Without any overlap is
matching function set to empty. The final values of Precision,
Recall and Dice are computed as mean over all reference
cells. Mask of cells at the image boundary were manually
labeled and they are not evaluated.

D. Evaluation

The results were evaluated for all three steps - background
segmentation, cell detection and single cell-segmentation in
Table I. There was done a comparison with suitable methods
for individual steps and final single-cell segmentation. For
example of results see Figure 3.

For background segmentation, simple thresholding (opti-
mal threshold was found on training images) provides only
slightly worse results (0.0288 difference in dice coefficient)
than proposed method, which achieve practically same results
as Ilastik [6]. QPI background is very easy to segment and
there is not much possibilities for improvement.

For cell detection DT detector is evaluated besides pro-
posed method. DT is simple but still actively used method
(e.g. [13]). DT is part of the proposed algorithm, but for
comparison instead of use on cell detection results, it was used
on background segmentation as this method usually is. [4].
Method for cell detection shown great improvement 0.0810 of
dice coefficient.

For final single-cell segmentation is proposed method com-
pared with FogBank [14]. FogBank is method for cell seg-
mentation focusing on proper cell separation across multiple
cell line and modalities. The algorithm is available with GUI,
where user can interactively set parameters. Parameters were
experimentally set on 3 training images to optimal value and
evaluated on tested images. Proposed method is significantly
better and provides 0.1646 improvement of dice coefficient
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TABLE I: QPI cell image segmentation and detection results

Background segmentation Cell detection Single-cell segmentation
Proposed Threshold Ilastik Proposed Distance tr. Proposed FogBank

Precision 0.9304 0.9255 0.9335 0.9504 0.8667 0.8348 0.6046
Recall 0.9466 0.8944 0.9379 0.9387 0.8603 0.8527 0.7949
Dice 0.9385 0.9097 0.9357 0.9445 0.8635 0.8351 0.6705

Fig. 3: Original image A, ground truth mask B, final segmentation C

against FogBank. Difference is mainly caused by better cell
detection, leading to better cell division.

IV. CONCLUSION

A novel method for robust single-cell segmentation of
QPI images were proposed. The method is based on pixel-
wise classification for both background segmentation and cell
detection using suitable set of features. Cell detection was
refined with DT detector. Background segmentation and cell
detection are then combined together with seeded watershed to
the final segmentation. The method includes a completely new
approach for cell detection which provides significantly better
results against common DT detector alone. It also showed
strong robustness against cell shape variation and of clustered
cells.
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Abstract—Crowdsourcing-based studies in the field of Quality
of Experience usually focus only on one result which is the impact
of the conditions tested on the final recipient of the multimedia
content (the viewer). However, much more information is often
gathered, not just the quality scores. In this paper, we analyze
the crowdworkers’ feedback based on comments they left after
finishing the given task. Based on the analyses, recommendations
to improve the tasks are made.

I. INTRODUCTION

In the field of Quality of Experience (QoE) crowdsourc-
ing is an often used tool to gather opinions of the users
on the quality of the presented content. Where traditional
studies in controlled environment may be both cost and time
demanding, crowdsourcing can bring significant savings on
both sides. However, the whole work flow of preparation of
a crowdsourcing-based study on QoE is considerably different
from lab-based studies and hence must be carried out with care
in order to gather correct results. In a crowdsourcing environ-
ment, the research has no control of the users’ equipment and
therefore such a platform must be designed in order to run as
flawlessly as possible at wide variety of devices.

The main difference between the traditional approach
in QoE evaluation and using of crowdsourcing is in the final
processing of the data gathered. In a crowdsourcing study, the
gathered answers have to be filtered out not only based on
outliers, but also on the consistency of the answers of the
user and possible cheating. Therefore, much more information
is gathered from the users to be used afterwards to identify
possible cheating behavior.

The focus of the paper is to analyze the feedback of the
users in crowdsourcing QoE study to address the possible
issues or recommendations which might be beneficial for
future research.

The rest of the paper is divided as follows. Section 2
describes the studies during which we gathered the data we
use. In Section 3 we analyze the comments the participants left
after completion of the task and the last Section concludes.

II. THE STUDY

In [3]–[6] results of our previously published
crowdsourcing-based QoE experiments are described.
In [5] we focused on the issue of using crowdsourcing for
evaluation quality of video sequences encoded using High
Efficiency Video Coding (HEVC). We faced with the issues

of smooth video playback on the side of the crowd workers.
The research published in [4] is focused on a comparison
of Advanced Video Coding (AVC) and High Efficiency
Video Coding (HEVC) coded video content. An innovative
feature of the study was an adaptive approach to allocation
of the sequences to the users. The sequences to be played
to the next participant were chosen according to the length
of the confidence interval (CI) of the previously gathered
quality scores of that respective sequence. Such an approach
may lead to faster convergence of the scores to values with
lower CIs. In [3] we evaluate the performance of the adaptive
approach compared to conventional random or pseudo-random
approach. For this study, we used AVC coded content only.
We also suggested the best approach to content and quality
level selection based on criteria of better statistical properties
of the results (e.g. CI length, distribution etc.).

The video database created for the study in [3] consisted of
5 different contents, each encoded to 5 different bitrate levels.
This resulted in 25 different AVC encoded processed video
sequences (PVS) and 25 HEVC encoded PVSs. These PVSs
were then used for the crowdsourced studies. The length of
each sequence was adjusted to 10 s. The study was ran using a
web-based application similar to [7]. The framework included
wide variety of features to monitor user’s activity and to detect
possible cheating. For example, a set of simple user question
was presented to the participant twice, at the beginning and
at the end of the test, with different order of the answers.
If the user answered some of these question differently, his
ratings were marked as inconsistent. Also, the framework
could monitor if the user switched to another tab of the web
browser etc. The participants watched five PVSs with different
content each. The study was available as a micro job on
the Microworkers1 crowdsourcing platform. Every user could
participate and was rewarded with 0.30$ upon completion of
the test.

In [6] we focused on other factors with possible impact on
the perceived QoE. For this study, we ran four crowdsourcing
experiments dealing with the impact of displayed advertise-
ments, initial delay and presence of poster image prior the
video playback. In this case, the users were shown 3 videos
with different conditions and were rewarded with 0.20$ upon
completion.

In this paper, we focus on the feedback of the participants
only in order to obtain possible recommendations for future

1https://microworkers.com
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experiments. Overall, we had data from 3,545 user sessions.
The users left feedback in 633 cases. For further analysis, only
the sessions with user’s comments are considered.

III. ANALYSIS OF USERS’ FEEDBACK

After the users completed the micro task in our crowd-
sourcing platform, they were given the option to leave a
comment or idea, as depicted in Fig. 1. As leaving a comment
was optional, only 633 comments in total were obtained, which
represents approximately 18% of all user sessions. Each of the
comments was then manually processed and the comments
were divided in several groups based on their content.

A. The comments

Based on the content, the comments can be divided in 6
groups:

A) Audio issues - comments on missing audio track,
B) Funny comments - comments that could be interpreted

as a joke,
C) Quality issues - comments on quality of specific video

sequence or all sequences,
D) No comment - users did not leave the comment field

blank but wrote NA or similar instead,
E) Real comments - real and useful feedback.
F) Appreciation - comments like Thank you, Good job,

I liked the job etc.,

The count of comments belonging to different groups is
depicted in Fig. 2. One clear conclusion can be made - the
majority of the commenting users left feedback representing
the Appreciation group (F). These comments unfortunately do
not bring any useful feedback and much more represented the
effort of the participant to be included in future micro jobs.

A special case are comments belonging to group A. In this
group all the comments on the issues of missing audio track in
the video sequences were put. As it is a common convention in
the field of video quality evaluation not to add the audio track
to the final processed video sequence, also the sequences used
in all of our previous studies did not contain audio. However,
even as we clearly stated this at the beginning of the micro
job, the users did not understand why are the tested sequences
mute and demanded sound. This may lead to suggestion, that
in crowdsourced environment, the users are used to traditional
video streaming and therefore the presence of the audio track
is an important issue to them.

In 11 cases, the participants of the studies left a comment
that can be interpreted as a joke and brings much more a smile
than some useful feedback. Examples of such comments can
be as follows (comments are displayed as recorded by our
framework without any further editing):

”All praise to the test”,

”Give me bonus dollars, sir, thanks”,

”I am good student& like it”,

”You university guys, it’s a cheetah, not a leopard”.

Where majority of such comments do not bring any help
for developing of future tasks, the last one, on the other hand,

Fig. 1: The crowdsourcing framework with the comment
section.

0

100

200

300

400

A B C D E F
Group

C
ou

nt
 o

f c
om

m
en

ts

Fig. 2: Count of comments belonging to different comment
groups.

represents that the user really focused on the task and noticed
an incosistency.
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B. Useful feedback

Comments containing useful feedback are the most valu-
able ones for a researcher. During all of our previous studies,
useful comments take approximately 13% of all comments
written by the participants.

The most common useful comments addressed some kind
of a technical issue the participants experienced, e.g. prob-
lems with video loading, framework crashing or problems in
different browsers. Although the framework was designed in
order to run smoothly at as many platforms as possible and
was tested thoroughly before each study, such a situation can
always occur. An example of similar comments follows:

”Movie 3 and 4 took many reloads before it finally played”,

”In the basketball clip there was a big stop in the middle.
Other videos did not have it”,

”I had some problems playing videos with Chrome Had to
use Mozilla instead”,

...”I tried in UC browser video 5/5 hanged and again i tried
the same, in Mozilla firefox it was played good”.

These comments can help the developer to focus on addi-
tional testing under specific conditions, e.g. in other browsers.
On the other hand, as presented in [8], the share of the
2 most frequently used web browser is approximately 90%
and therefore it might be more efficient to focus on the support
of majority of the browser at the cost of rare cases of technical
issues.

Several users also left comments regarding the selection of
the video content and the lengths of the sequences. In our
studies, we used the typical length of the sequences 10 s.
However, as users are now to used videos with durations of
several minutes at least, some reported they could not focus
on such a short sequences and suggested longer duration:

”For a better video test result video length should be
minimum 30 seconds. Thanks”.

As many of the users stated in the questionnaire at the
beginning of the test, they watch videos online on a daily basis
and are therefore used to watching the videos in full screen.
Our framework did not allow this feature as the additional
upscaling of the video could have influence on the perceived
QoE. This was also one of the issues users commented. In
this case, information about this prior the test could help the
user understand the reason behind. Another option would be
to offer the participant a dummy task to get familiar with what
he is asked to do.

C. Comments and consistency

One of our questions was also, if the users who gave us
consistent and reliable answers would also leave a feedback.
The results of the analysis showed, that in total we had the
overall consistency rate of approx. 46%, in the case of com-
ments, the consistency rate was only 35%. Hence, the reliable
users were not more likely to leave an optional comment.

In Fig.3 we can see the consistency rate in percents among
the different groups of comments. We can observe, that the
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Fig. 3: Consistency rate based on groups of comments.

lowest consistency rate was monitored in the group of the
users, who left simple comment as Thanks, Good job etc.
where the highest is in the users who left comments regarding
the actual experienced they had during the fulfilling the task.

IV. CONCLUSION

In this paper, we analyzed the comments the participants
left after fulfilling a crowdsourced task on QoE. We found out,
that for future studies, it might be beneficial to better inform
the user about what he will do and why. For special cases, even
a demo of how the task looks like might be recommended.
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